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This paper intends to show that both in JSormal
business education and in executive development
programmes, u well designed general management
simulation offers a special opportunity to provide
a dynamic business setting in which participants
actively manage rather than assume consulting
roles as they do in case analyses.
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The world-wide economic slow-down at the turn of
the 1980°’s both puzzled and alerted economists,
business executives, politicians and the population at
large. It appeared that the term “recession” may
not be a permanent replacement for the frightening
word, “depression”. The problems and the search
for remedies were widely discussed and analysed in
the international literature. Szendrovits! gives a
comprehensive summary of this, pointing out that
improving productivity is a primary prerequisite for
economic development and that it must be a central
objective for every level of management.

A collection of papers by Kendrick? illustrates
that studying productivity trends of either the aggre-
gate economy of a nation or a sector of the economy
requires complex analysis. There is no improvement
in productivity or real economic growth if production
output is increased by using proportionally more of
the necessary input factors. Productivity only
increases when a given level of production is achieved
with less input of resources than before. While there
is much to learn from specific studies of productivity
in different countries, experience is not easily trans-
ferable because the importance of various inputs for
productivity differs substantially among nations.

Is there then a common denominator influencing
productivity growth ? Ross® advocates that, since
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management pools and coordinates a diversity of
resources for production (or service), nobody could
meet the challenge of improving productivity better
than managers in both micro and macro-economic
structures. This idea is gaining wide acceptance in
the literature. Thus, improved management practices
can be identified as a unique source of increasing
productivity.

Policy-making, formulating objectives, making
strategic and tactical decisions, as well as implement-
ing all decisions, strongly influence productivity.
Although not all managers make or participate in high
level policy decisions, their direct or indirect input is
vital for the decision of the chief executive officer and
the board of directors of the organization. The quality
of their input obviously depends on how well they
know their role in the organization and how well they
understand the role of others. Experience shows that
managers often act in splendid isolation, not knowing
the web and the interactive nature of the complex
system within which they operate. It takes years of
experience to discover the dynamics and intricacies of
that system and learn how the jobs of various
managers dovetail in the process. It is axiomatic then
that if managerial effectiveness can be accelerated by
experiential learning, the overall productivity of
management will increase.

The Need to Portray Management Dynamics

There is a strong possibility that some part of the
twenticth century will go down in history as the
“management revolution”. The emergence of various
fields of management gave birth to the professional
manager. The three organic functions of industrial
management, Marketing, Production and Finance,
rely heavily on the knowledge of Human and
Industrial  Relations, Organizatioual Behaviour,
Accounting and Quantitative Decision Analysis. These
fields of management have become embodied in well
defined business disciplines. Either by experience or
by formal education managers need to acquire know-
ledge of their particular field. But, they cannot be
effective without knowing the interaction of their

field with most of the others.

Historically, Business Policy is perceived to integ-
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rate management studies. The usual method of
teaching, i.e., the analysis of practical cases, is
undeniably quite effective in reflecting the concept of
business policy. However, the evidence is anecdotal
regarding the degree of integration achieved by
diagnosing the cause of illness in yarious management
functions. The problems remain : the recommended
treatment cannot be tested, and the reaction of the
dynamic system is separated into parts. Management
falls more in the domain of the arts than sciences, as
does medicine. Ts pathology a substitute for therapy?
Dissecting historical occurrences by case studies and
illustrating alternatives for therapy by simulating a
clinical environment are of equal importance in
management education.

Since their inception just a few decades ago,
management simulations, popularly labelled ‘“‘business
games’’, have been widely discussed in the literature.
Much emphasis has been placed on comparing their
educational effectiveness with that of case analyses,
particularly in teaching the concepts of business
policy. Wolfe’s* experiment supports the notion
that sufficiently complex business games convey
conceptual and factual knowledge of business policy.
Also, Neuhauser’s® observation that business games
appear to have failed as principal components of
business education, seems valid. Perhaps this is be-
cause they were used as substitutes for, rather than
complements to, case studies. However, in his dialogue
with Wolfe, Neuhauser® admits that business games
are excellent vehicles for certain types of learning, and
that the future of such games is quite bright. Portray-
ing management dynamics through simulation lends a
unique significance to business games. Thus the
fundamental issue is how to supplement traditional
teaching methods with expericntial learning from
decision-making in a dynamic, real-time environment.
Instead of comparing business games with other
methods of teaching and learning, the focus of atten-
tion must shift towards defining their proper goal,
content, complexity and application.

This study is limited to general management games,
since they are most relevant to business policy.
Szendrovits’ shows that their primary goal is to
present data in a well-designed information system in
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order to understand organizational relationships and
the interdependence of various management functions
for the purposes of decision-making. With respect to
their content, the objective is to refiect the dynamic
forces underlying the management of an ongoing
concern. Completeness rather than complexity is a
crucial prerequisite for a model to be successful in
teaching participants about the intricacies of the
management process. All major facets of management
planning and control must be included along with
fairly detailed operational decisions concerning mar-
keting strategy, production and inventory planning,
material, labour and capacity utilization, as well as
financing the entire operation from limited resources.

Characteristics of a Management Simulation

The simulation of a complex system, such as the
operating system of a company, focuses on charac-
teristics vital to the problem. Therefore, it is neces-
sary to ignore less essential elements and details. In
fact, the simulation contains some restrictions that
would not prevail in reality. By its nature, the simu-
lation is an artificial reproduction of a business
environment, Nevertheless, the simulation presented
in this paper is dsigned to incorporate the important
features of the business system, and the model is
sufficiently valid to teach users about manageriai
problems.

Szendrovits®  describes the Master University
Business Simulation which is much more complex than
the “complex game” in Wolfe’s! experiment. The
three organic management functions. Finance, Market-
ing, and Production, are emphasized distinctly in this
simultation with an appropriate restraint that
preserves the General Management character of the
exercise. The cause and effect relations of the business
and the economy are represented by several mathema-
tical models that simulate the major characteristics of
the business environment. The model is somewhat
general, but it is sensitive enough to reflect a real
business situation.

The simulated environment consists of three to nine
firms, all competing strenuously for their share of the
market. Each management team requires at least five
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members. The participants act as managers of a
company and make decisions involving the administra-
tion of funds and the selection of strategies that are
appropriate under competitive circumstances. The
simulated business environment reacts to these deci-
sions, and the participants are presented with the
results. Repetitive decisions, similar to those made in
an actual business, are made for every quarter of a
year, over a period of several years. To simulate the
pressure under which managers usually operate, no
more than two to three hours are allowed for each
decision session.

Such simulations are known as business games.
However, it must be recognized that beyond their
entertaining character their objective is to reproduce
a business environment for managerial decisions, there-
by providing users with enduring insight into the
nature and pitfalls of managerial actions. Their
purpose is to serve as an effective teaching device so
that participants can develop and practise skills in
understanding, interpreting, analysing, defining,
communication and ultimately coordinating informa-
tion within a managerial group for the purpose of
decision-making.

Business games are fun to play, but they are not
played for fun. Participants soon learn that they
have to organize their group for performing
managerial tasks; they confront the problems of
communication, the difficulties in analyzing and
interpreting management information, the necessity of
long-range planning, and the behavioral problems in
group decision-making.

The decision network and information
model is illustrated by diagrams and explained
following sections.

system
in the

Marketing in a Competitive Economic Environment

Figure 1 illustrates the marketing environment.
There are two product lines—an industrial and a
consumer product—sold in Western and Eastern
territories. The combination of products and

territory gives four different markets, each having
West,

distinct characteristics :

IW = Industrial
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Fig. 1 The Marketing Environment

CW =Consumer West, IE=Indugtrial East and CE
— Consumer East Total orders in each market vary as
a function of the average price, total advertising
expenditures, and personal selling hours, as well as
research and development funding by all companies.
The market share depends on the ratio of the
company’s input to the average input adjusted by
non-lineal sensitivity factors which are related to the
particular market. In each market changes in price
induce a more than proportional change in demand.

In other words, ihe price-demand relations are
elastic in all markets. The ranking of sensitivities
to various inputs is indicated in Figure 1. Also,

there is a delayed effect from some input factors.

Each market reflects the level of general economic
activity derived from reports which are related to a
decision period (one quarter of a year). Although
participants do not know the particular year, they are
informed of the key indices for the quarter preceding
the decision period and the corresponding quarter of
the past year. This is accompanied by an economic
review and forecast which is based on the statistical
information as well as on a contemporary official
report.

To facilitate decision making on the basis of
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rational analysis, random effects are avoided in the
simulation, Nevertheless, the marketing decision
of a particular management team influences the overall
results and the decisions of all other teams. This
interactive character of the model creates an environ-
ment of uncertainty which necessitates reliance on
intuition and judgement.

Interaction Among Marketing Production Output and
Inventory

Pricing strategy and promotional expenditures,
as well as sensitivity characteristics of the particular
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market, determine the quantity of orders received.
To avoid drastic effects of price differentials in the
highly elastic industrial markets, prices can be adjusted
by pre-assigned codes indicating the degree to which
the lowest price will be matched.

Figure 2 shows the effects of marketing two product
lines, both of which are manufactured from a com-
mon mould. The industrial product is the basic product’
while the consumer product is built into a cabinet
requiring a finishing cost which must be covered by its
price. When industrial and consumer products are
shipped from the plant located in the West to the
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Fig. 2 The Effect of Marketing Decisions
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Eastern territory, their prices should cover the
additional transportation cost. Although only one
basic product is being manufactured, each company
markets four different products in terms of pricing
decisions.

Monetary allocation for promotional expenses
has only an indirect effect. The effectiveness of
personal selling in getting orders depends on sales-
men’s hours. The salary level of salesmen does not
influence their productivity; it only affects their loyalty
and thereby their resignation rate. T his rate is also
influenced by the amount of pre-selling  activity
through advertising. While salesman can be hired
and fired, changes in the salesforce are usually quite
expensive. Newly hired salesmen are trainees for one
quarter and their effective work time is only one half
that of the others.

Marketing activity is reported to all teams. The
summary data for the whole industry is available to
all firms, while a particular firm’s activity data is not
furnished to competitors. The challenge of obtaining
a desirable level of orders and sales income at reason-
able promotional costs is rather obvious. Since the
total orders received determine the economy of scale
and the required production output, inventory plann-
ing becomes crucial in order to avoid excess holding
costs or unfilled orders. Only a fraction of back
orders (609 of industrial and 409% of consumer
products) is carried over to the next quarter; the rest
is distributed to competitors.

‘Manufacturing Decisions and Cost Control

'Figure 3 illustrates the structure of production
decisions and their effect on the units cost of the
product. Four units of material and four labour
hours are standard requirements for manufacturing
one basic unit. But operating standards, which
represent actual requirements, are subject to the level
of material utilization and labour productivity.
Higher productivity generates a lower operating
standard. Although the operating standards are not
obvious, they can be closely estimated by analysing
past production results. Research Development
.expenditures which represent technological improve-
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ments and the economy of scale regulate the level of
both material and labour productivity. The latter is
further influenced by spending on discretionary over-
head (fringe benefits) to improve workers’ morale.

Labour productivity also affects the plant capacity,
the standard level of which is the basic capacity. This
is derived from the value of the plant which depre-
ciates. Thus, new investment is required in the quarter
preceding the decision period to maintain or expand
the basic capacity. Besides the plant capacity, the
number of products ordered from the plant and the
number of material units and labour hours allocated
to manufacturing, constrain the production output.
Unless allocations are consistent with operating
standards, the inefficient use of material or labour
results in excessive production costs. Spending on any
factor does not necessarily reduce the cost. For instance
R & D expenditures (except for their limited effect on
marketing may be wasted if the resulting productivity
increase is not considered in establishing proper operat-
ing standards.

Unlike the marketing area, the decisions of com-
petitors do not affect production results. Still, some
factors are subject to economic conditions. The unit
purchase price of material varies with the wholesale-
price index; the standard hourly wage rate varies with
the average hourly wage index. Labour resignations
depend on the ratio of the 'actual hourly wage rate
paid by the company to the standard and on the level
of discretionary overhead. Long range planning of
production output as well as material and labour force
requirements is essential. For instance : a low level of
production activity underutilizes capacity and fixed
costs: fluctuation in the labour force involves training
costs; materials ordered in the decision period are only
available for the next quarter and a shortage of
material may reduce the production output.

Data required for the analysis of manufacturing
activity are supplied in a report which incorporates
the actual costs by elements such as direct material,
direct labor, and overhead. These cost are compared
with those of the industry standards and the respective
variances are shown. A manpower report shows changes
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in the employment of the labour force and sales per-
sonnel, the actual hourly wage rates paid by the firm,
the comparable standards for the industry and the
resignation rates. A warehousing report contains
inventory data for raw materials, finished products
and cabinets along with a comparison of their actual
and industry standard cost. Usually there is no inven-
tory of cabinets because they are purchased automati-
cally at a set price for the sale of consumer products.
If the company decides to make cabinets, they are
handled as partial basic products. One cabinet is 0.65
f a basic product if an eéconomic quantity is manu-
actured. However, the policy implication of a make-
r-buy decision is far more complex than its technical
ccommaodation.

Fig. 3 The Structure of Production Decisions

Coping with Limited Financial Resources

Due to limited initial financial resources, a
company can expand its operation beyond a certain
limit only by building up its equity through efficient
operations. Figure 4 shows the structure of financial
decisions. Only the expenditures listed under
“revenue financing™ are paid automatically from the
income generated in the decision period. All other
expenditures for the decision period must be financed
from available cash and bank loans.

The ceiling for bank loans is 75% of the standard
cost of inventory (raw materials, basic products and
cabinets). The maximum line of credit at the begin-
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Fig. 4 The Structure of Financial Decisions

ning of each quarter is the difference between the
credit ceiling and the existing bank loans. If a
company does not have outstanding loans and wants
to utilize its unexpended cash, it can purchase market-
able securities. The same interest rate is received on
securities as is paid for loans. Securities must be
sold before loans can be acquired.

Bonds can be issued only when a takeover bid
succeeds. There is a public market for the shares of
the companies. The initial value of a common stock
changes as a function of the rate of return on the net
equity, the liquidity of assets, and the dividend policy
of a particular company. Fifty per cent of the common

stocks must be obtained to control another company,
either as a subsidiary or by merger. While other
factors are also considered, the probability of success
of a take-over bid increases with the premium offered
above the market price of the shares to be acquired.

A profit and loss statement, a statement of funds
and cash flow, and a balance sheet are supplied to
each company. The financial report also includes
the market value of common stock of the firm and of
the competing firms. In addition, at each year end
the total sales, total profit, tofal dividend paid, and a
balance sheet of each firm are provided in compara-
tive form.
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Special Features for Enhancing the Simulation

The main features described above reflect how the
gensral management character of this simulation
exercise is preserved. Four management reports
contain about 200 pieces of data as feedback on the
decisions. While the initial conditions given in the
first set of reports are identical for each company,
they soon become markedly different as the game
progresses. The general implications of making about
30-35 decisions in each period are obvious from the
four diagrams.

To cope with the complexities of the decision-
making process, most teams find it worthwhile to
purchase additional reports. The usual uncertainty
surrounding marketing decisions can be significantly
reduced by buying a market research report. This
report includes the actual marketing decision data of
all competitors in a randomized form, within a +5%
or %1077 range, depending on the fee paid to the
marketing consultant. In another report, actual sales
and production data are analysed and compared with
planned data which are reconstructed from the
relevant decisions. This report reflects the plans of
the company that are implied in the decisions.

A special feature of the model is that it accommo-
dates strikes of different lengths of time (up to six
weeks per quarter). When this feature js used, union
and management negotiations reveal the differences
between company and union-oriented arguments and
often lead to an inquiry into labour law. By its
nature, the game gives an excellent opportunity for
tole playing; collective bargaining is an example.

External interactions can close the gap between
reality and the game. Interaction with a board of
directors enhances the evaluation of management
performance and tests the skill of participants in being
able to defend their views and actions. Althou gh it
is not an easy task, every effort should be made to
complement the game with this feature. Such inter-
actions are vital and organic parts of a business
simulation because the reaction of people to the
opinions and behaviour of others cannot be reproduc-
ed by even the most effective mathematical model.
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There are various ways the performance of teams
can be evaluated. For a relatively objective evalua-
tion a computer program is available. Three factors
are computed using data retained from each period
of play: equity growth rate, share price, and cost
efficiency. The quarterly results of these factors are
averaged over all periods played and teams are ranked
accordingly. One should note here that it is not
necessarily the team performing the best according
to this measure that is the one having learned the
most from the simulation.

Conclusion

While a business game model cannot be fully
realistic, it must be sufficiently complex to portray
managerial problems. Striking a balance between the
emphasis on major facets with adequate depth and the
temptation to expand the complexity of the informa-
tion/decision system was one of the most challenging
tasks in developing this model. All parameters in the
mathematical models, except those influencei by the
decisions of the management teams and the economic
indices, are fixed to maintain a “fair game”’ without
manipulating results in any way.

Perhaps a valid concern about business games is
that participants learn more about the model than the
management process. The application of business
games determines their fate. As long as they are
“played” in splendid isolation, the danger is that
they may become a routine in which techniques
dominate or replace theories and the concentration on
sound management principles. For research in
simulation and experiential learning, the obvious
challenge is to find ways and means for effective
educational use of business games. Should their role
be to integrate management knowledge, or to condition
novices by amazing them with the complexities and
intricacies of management decisions—or perhaps
both ? These are certainly intriguing questions.

The integration of various business disciplines
related to different management functions is a thorny
problem. This paper intends to show that either in
formal business curricula or in executive development
programs, well-designed management simulations ofler
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unique opportunity to solve this problem. Some of
their features which no other teaching method can
match are : the competitive environment within which
most managers operate; the need to understand,
analyse and utilize ever-changing information; the
coordination of all major aspects of general manage-
ment; and the continuity of management whereby
participants must live within limited resources and
with the results of their decisions. Most importantly,
they provide a dynamic business setting in which
participants assume managing rather than consulting
roles.
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In the present paper the authors present a goal
programming model as an alternative method for
product mix decision for shock absorbers in an Indian
company.
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INTRODUCTION

Goal Programming (GP) is receiving much
attention as a powerful tool for analysing multi-
objective decision-making problem. Charnes and
Cooper,? Ignizio* 5 and LeeS have contributed much
in the recent development in goal programming and
multiple-objective optimization. The main reason of
the popularity of GP seems to be associated with the
awareness of the management science techniques and
very natural orientation towards multi-goal or multi-
objective formulation and uses.

In the present paper we have developed and solved
an example of actual problem faced by an Indian
Company manufacturing shock absorbers. Presently
the company attempts to achieve the following
objectives while taking product-mix decisions.

(a) To achieve production targets set in view of
sales commitments.

(b) To ensure proper utilization of available
resources.

However, these goals are insufficient to economize
the production operations and moreover these areas
are not based on any scientific or analytical models
but rather subjective decision. The short term pers-
pective of meeting sales demands leads to revising
production schedules on a day-to-day basis and there-
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fore the total concept of planned operations is lost.
This implies that the Company must consider other
important objectives also while scheduling its produc-
tion programme. Other objectives may have cost and
profit implications, which certainly are helpful to the
long-term survival and growth of the Company.
However, it is equally important to assign priorities
to these objectives.

PROBLEM AND MODEL FORMULATION

Constraints

1. Regular productive hours per year

The regular production capacity of the plant for
the year 1985 has been worked out as 4576 hours, i.e.,
286 working days X 16 hours/day.

5. Production capacity of the plant per hour

Production capacity of the plant has been calculat-
ed on the basis of past production levels achieved
during the last few years for different categories of
shock absorbers. For simplicity a uniform rate of
production has been assumed for one type of
application.

The production capacity of the plant is given
below :

Application Production|[hour
Light Comm. Vehicle 225
Cars 925
Three-wheelers 250
Scooters 250
Motors Cycles 250
Tractor driver seat 275
Mopeds 275
Jeeps 225
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3. Overtime constraint

Maximum allowable overtime set by management
is 40% of regular productive hours of the plant.
Hence was cannot get beyond 1830 hours as overtime
while formulating and solving the model.

4. Original equipment and spare parts market con-

straint

This constraint forces the model to produce at
least the requirement of original equipment and spare
parts market, even if it is not economic. This is done
in order to maintain the presence of the company in
all segments of the market.

5. Sales constraint

The projected demand for different types of shock
absorbers puts a limiting constraint on the production.
This shows the maximum quantity of shock absorbers
that can be sold in the market.

Problem Formulation

While formulating the goal programming model
for this problem we will take numbers of productive
hours allocated for manufacture of different types of

shock absorbers.

\. Production Capacity Constraint

L, + Ly +Ls + Ls 4+ Ls B L4+ Ly H1a o
Lo+ Lu+ Ce + Cps + Cu [+ Cis + Wis + Wit
S;g + Si + Sz + Su + Sz + Sz3 + S24 + By +
By + B2z + Bz + Tos + Tip + Tat + M2 + M3 +
Mas + Mis + Mis + My + M3z + Mwn + Js +

- -
4 = = 2516

where d: — Amount of under utilization of available
productive hours

d-: = Amount of overtime allowed by the
management and Li, La,......-Jso are the
number of hours used for producing
shock absorbers of type Ly, L2, La,.ooee
J40, respectively,
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2. Original Equipment and Spare  Parts Market
Constraint

L Ed= ¥k il $d 2968

Ly +di =117 s Ly + ds = 25.6
Lok 4, =179 s Ly bt o= 917
L ey iy 35,9 i Lo+ do = 17.7

Ly djg= 179 ; Lio + dy; = 44

Lot 00 = i w117 T i0H b 1as
Cis +die — de =888  ; Cyo + ds = 8.8

Cis +dis = dig = 444 ; Wig4 dj—diy = 16,0
Wir +dis = dis = 40.0 ;5 Sis + dig—dog = 60.0
Sis + dao = 48.0 ; S20 + dag = 24,0

Sa: + dn = 160 ;85 4 dirths = 800
86 0 Sl s 150 5 Sz + das = 28.0

; Bas + d;-,r = 28.0
S B+ e = 96.0
5 T 4 dy = 58.2
; Toz2 + dss~ds = 87.3

- +
B2s + dyg — das = 16.62
By <y -8
Tao + dag = 32.7

Tas + iy = 436

Mi; + d;: = 47.3 s Mg + d;s = 18.0
i + =
Miss + dss — d3s = 54.5 s Mss + d3; = 29.0
< e
Ms; 4+ dis = 14.5 ; Mis + dso—ds = 44.0

- - +
M + dyg = 29.0 3 Jao + d4|—d41 =173.3

where d, d3, dy.....d = amount of underachieve-
ment of original equipment and spare parts markets.

Lt aab s e L SRS RS SRS e s
d'.h dB! du! d14; dlﬁ: d17, dlB, d19’ d23, dld, dZG, d29,

el S T S
ds3, dag, d3g, dgy = amount of overachievement of
original equipment and spare parts markets.

3. Overtime Constraints

+ - 4
dl = d42 S d42 = 1830
or

L1+ L2+ L3+L4+L5+L5+L7 + LS +
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be ik by Cy+.Cn 4 Ca 4 Cs +
Wi + Wy + Sis + S0+ Sy + Su + Se: +
S + Sy + By + B + B2 + Ty + Tip +
Ts1 + M2 + My + Ms, + Mss + Mse + M, +

- +
M33+M39+J40+d42_d42=6406
where d4_z = amount of hours shortfall between the

+
actual overtime and allowed overtime. ds2 = over-
time in excess of allowed overtime.

4. Sales Constraint

Le + dgs = 2399 i Ly + dy = 51.0

5 Crs + dug = 502.1
AW d:s
; S1g + dsy = 84.0

; S23 + ds-; = 80.0

Ly + dos i 983
Cis F dey = 2310 = 42,0
Wy + deg = 132.0
S22 + ds; = 988.0
Bis +ds; = 1910.0  : By + dgs = 212.0
s Mss + dsg = 58.1

s S g = 300.5

M dys =000
Mis + ds; = 461.8

= amount of underachieve-
ment of sales target.

5. Cost Constraint

13500 Ly + 13500 L2 + 8943 Li + 9033 Ly +
13500 Ls + 9450 L + 9810 L, + 9450 Ly + 9038 L,
+ 8347 L 1 + 14557 Ly, + 8572 Ci2 4+ 10350 Cps
+ 12600 Cy4 + 8662 Cis + 7625 W5 + 10150 Wi, +
18725 S;3 + 18675 Sy + 16400 Sz, + 16400 Sz; +
7650 Sz + 18250 Sa3 + 16875 Say + 6250 Bas +
20170 Bz + 16875 Ba, + 15450 Bag + 6561 T2 +
5252 Ti + 5142 T3 + 12828 M3 + 10890 Mz +
+ 11715 Mz, + 12622 Mas + 12567 Mi, + 15468

Ms; + 10725 Ms; + 9006 Mz, + 9135 J, + dgy —

+
dso = 1000 (a small value)

where d5; = amount of underachievement of cost
target
+
ds; = amount of cost

of overachievement
target m
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The goal priorities for the given problem are as
follows :

P, : Avoid any under-utilization of regular produc-
tion capacity of the plant.

P,: Meet the order demand of all original equip-
ment and spare parts market.

Ps: Avoid overtime operation of the plant beyond
40% of regular production capacity.

P,: Achieve the sales goal of total projected demand
including original equipment, spareé parts
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demand and replacement market demand.

Ps: Minimize the overtime operations of the plant
as much as possible.

Ps: Minimize cost as much as possible.

Data

The relevant data is given in Table 1, 2 and 3.
Data regarding profit margins and manufacturing cost
has been modified in order to retain secrecy for
obvious reasons.

TABLE 1
Projected Demand

Sl Application Identification Projected Demand (No. of Shock Absorbers) for 1985
No. Code OE SPD OE+SPD RM
1. Light Comm. Vehicle L, 6000 — 6000 —
Ta 6000 — 6000 —
L 4000 —_ 4000 e
L, 4000 1000 5000 —_
i 4000 — 4000 %
Le 20000 2000 22000 32000
L 8000 — 8000 3500
Ls 4000 — 4000 —
4000 = 4000 =
Lo 1000 — 1000 —
e 4000 - 4000 =
2 - Cars Ci, 30000 — 30000 —
Cia 20000 - 20000 93000
Caé 2000 — 2000 —
Cis 10000 — 10000 42000
3. Three Wheelers Wie 4000 o 4000 6500
Wis 10000 — 10000 23000
4. Scooters Sis 15000 — 15000 6000
Sis 12000 — 12000 —
Sa0 60000 - 60000 —
5, 40000 - 40000 =
Sie 130000 — 130000 117000
S: 4000 —_ 4000 | 16000
Say 7000 -_— 70C0 —
5. Motorcycles B.s 390000 25500 415500 62000
B 6000 1000 7000 -
B.. 12000 — 12000 —
Bss 24000 e 24000 | 29000
6. Tractor Driver Seat T 9000 — 9000 —
Tae 1000 15000 16000 —-
Tss 12000 —_ 12000 —
7. Mopeds Mi. 24000 - 24000 1000
Mas 12000 1000 13000 -_
M, 5000 - 5000 —
Mss 15000 — 15000 10C0
- Mg o 8000 — 8000 -
8. Jeeps Joo.s 39000 —- 39000 ~ 35000
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TABLE 2

Number of Productive Hours Required

Sl Application Code Required No. of hours for
No. Meeting Projected Demand
OE+SPD RM Total
1. 1CV ;8 26.6 - 26.6
| 26.6 - 26.6
L, 1957 — 17.7
L, 225 — 22.5
Ls 173 — 1.7
L; 97.7 142.2 2399
L; 35.5 15.5 51.0
L; | ¥ g - 127
Ls 17.7 — 11.7
Ly 4.4 44
Eu 1757 6.6 243
2. Cars Cis 133.3 — 133.3
Ci: 88.8 413.3 502.1
Cyu 8.8 - 8.8
i 444 186.6 231.0
3. Three Wheelers W, 16.0 26.0 42.0
Wi 40.0 92.0 132.0
4, Scooters S 60.0 24.0 84.0
Si 48.0 —_ 438.0
Sio 240.0 — 2400
Sa 160.0 —_ 160.0
Sis 520.0 468.0 988.0
Sas 16.0 64.0 80.0
Sas 28.0 — 28.0
’5. Motorcycles Bas 1662.0 248.0 1910.0
By 28.0 — 28.0
Bs: 48.0 — 480
Bss 96.0 116.0 221.0
6. Tractor Driver Ts 32.7 —_ 32.7
Seats Ta 58.2 — 58.2
Ta, 43.6 — 43.6
7. Mopeds M, 87.3 3.6 90.9
Maa 47.3 — 47.3
M;, 18.0 —_ 18.0
Mg, 54.5 3.6 58.1
Mg 29.0 — 29.0
Mg; 14.5 - 14.5
; Mg 440.0 21.8 461.8
M, 29.0 — 290
8. Jeeps Jio 173.3 127.2 300.5

TABLE 3

Profit Contribution
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SL.

No.

SRR T Sy e T

W W W W W oW W W S S S R e B e e T Y~ S S
BERIFNEC O SBRRNRNRURBEEBERERAREERES

Code Manufacturing Cost Profit Contribution
Rs./Unit Rs./Hour R_s-./_Unit Rs./Hour
of Shock of Plant of S.A. Plant

Abs Operation Operation

Li 60.00 13500 20.00 4500

L 60.00 13500 20.00 4500

Ls 39.75 8943 13.25 2981

40.15 9033 12.85 2891

Ls 60.00 13500 20.00 4500

Ls 42.00 9450 21.50 4837

L: 43.60 9810 11.65 2621

Ls 42.00 9450 14.00 3150

L, 40.17 9038 14.08 3303

Lis 37.10 8347 11.20 2520
Ly 64.70 14557 25.30 5692
£ 38.10 8572 4.00 900
Cis 46.00 10350 13.40 3015
Cic 56.00 12600 17.50 3937
Cis 38.50 8662 9.40 2115
Wi 30.50 7625 28.50 7200
W,; 40.60 10150 25.30 6325
Sis 74.90 18725 9.14 2285
Se 74.70 18675 9.00 2250
Sso 65.60 16400 25.40 6350
S, 65.60 16400 21.40 5350
Sao 30.60 7650 20.50 5125
5 73.00 18250 10.00 2500
Sos 67.50 16875 25.50 5625
Bas 25.00 6250 18.10 4525
Bss 80 68 20170 41.90 10475
Ba; 67.50 16875 22.50 5625
B.s 61.80 15450 7.50 1875
T 23.86 6561 33.20 9120
Tas 19.10 5252 32.90 9047
Ta 18.70 5142 38.30 10532
M, 46,65 12828 5.35 1471
Mjs 39.60 10890 13.90 3833
M, 42,60 11715 11.40 3135
Ma; 45,90 12622 4.00 1100
M3, 45.70 12567 7.30 2007
M, 56.25 15468 18.70 5142

M., 39.00 10725 12.25 3308

Mas 32,75 9006 10.25 2818

s 40.60 9135 14.25 3195
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ASSUMPTIONS

The goal programming model so formulated has
certain limitations in form of assumptions. Some of

these assumptions are as stated below :

(i) It has been assumed that the production
schedule as indicated by the model will not get
upset because of non-availability of raw
material like steel, shock absorber oil and
other finished and semi-finished O.S.P.
components.

(i) Work-in-Progress inventories have not been
taken into consideration. It has been
assumed that we are starting and finishing with
zero inventories at the beginning and ending
of Calender year.

(iii) The model does not take into account the
loss of production time due to unforeseen
circumstances, such as labour strikes, etc

(iv) Shock Absorbers of similar features have
been clubbed together to the extent possible
for keeping number of rows in our problem
formulation less than or equal to sixty. This
has been done to suit the goal programming
package available with Delhi University
Computer Centre.

(v) Production capacity of the plant has been
calculated based on the various operations
required to be done on different types of Shock
Absorbers. This in itself is a big exercise.
Hence few approximation and generalisations
have been made in this context.

(vi) Heavy duty Shock Absorbers, required for

Railways, Army tanks and heavy commercial

vehicles are produced in different shops and

have not been included in the scope of this
study.

(vii) The time-horizon taken into account in this
study is of one year. Since single period
approach treats each time period as an isolated
unit, it is valid only if decisions are indepen-
dent of one another over a span of time.

Moreover, the manufacturing costs and profit
margins have been taken constraint throughout the
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time frame of one year. In practice manufacturing
costs and selling prices fluctuate, almost on daily
basis.

The above limitations may be overcome by
combining goal programming with other techniques
of operations research and by a more realistic formu-
lation of the constraints and objectives. But this,
may/will make the model more complicated and
difficult to solve and hence costlier. Therefore, a
compromise is needed between the cost of providing
perfect information and benefit arising out of getting
this information.

ANALYSIS OF RESULTS

After a computer run ‘“‘using IBM/41 system, the-
optimal solution to the goal programming formulation
was found in 64 iterations. The results of the model
in terms of the final product/mix schedule and the
goal attainments are given in Table 4.

It is observed that product mix given in the
solution suggests that all the products except for
Motor Cycle (Code-B28), Moped (Code M32 & M35)
should be produced as per the maximum limit of
projected sales demand.

On analysing the slack analysis table we find that

deviational variables dss, dss and dse are showing
negative slack of the amount 112.6 hours, 3.9 hours
and 4.1 hours, respectively. This recommends that
production of these type of shock absorbers should be
reduced.

Application  Code Proj. Produc- Short-
Sales tion fall
Demand Recomm.
Motorcycle  Bas 53,000 24850 28,150
Moped Mi 25.000 23925 1,075
Moped Mss 16,000 14850 1,150
Total 94,000 63625 30,375
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TABLE 4

Final Product-mix Schedule

Variable Code Nos. of Hrs, Qty. of Shockers
Allocated to be Produced

1 | 26.6 6000

2 L, 26.6 6000

8 L. 17.7 4000

4 La 22.5 5000

s Ls o 4000

6. 54 2399 56000

T L, 51.0 11500

8. L | 4000
9 1, 17.7 4000
10. Lo 4.4 1000
41 La 24.0 5500
12 e 133.0 30000
13 Cis 502.1 11300
14. Cyy 8.8 2000
15 Cis 23.0 52000
16. Wi 42.0 10500
17. W, 132,0 33000
18. Sis 84.0 21000
19. S 48.0 12000
20. S 240.0 60000
21 Sa: 160.0 40000
22. Sss 988.0 247000
23, S:a 80.0 20000
24. Su 28.0 7000
28, I 1910.0 477500
26. Boc 280 7000
27. B.; 48.0 12000
28. Bis 99.4 24850
29, T 32.7 9000
30. Tas 58.2 16000
31. Ty 43.6 12000
32, M, 87.0 23925
33. Mj; 47.3 13000
34. Mg, 18.0 5000
33; Mgs 540 14850
36. M, 29.0 8000
37, Ms, 14.5 4000
38. My, 461.8 127000
39, My, 29.0 8000
40, Ja 300.5 67500
Total : 1482425
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All other types of shock absorbers are to be pro-
duced to meet the projected sales demand for the year
1985.

The above table gives the value goals for the goals.
These values represent the under attained portion of
goals.  The artificial priority will also be printed out
if the model required assignment of the arrificial
priority. OQur Model does not assume any artificial
priority for solution.

The priorities No. 1, 2 and 3 have been completely
attained. This means that (i) the regular productive
capacity of the plant have been totally utilised; (ii)
with this mix, goal of meeting original equipment
market and spare parts market have been achieved;
(iii) the overtime operation of the plant has not
exceeded the allowable limit of 4079 of regular hours.

As far as priority No. 4 is concerned, it is related
to non-availability of the productive hours of the plant.
The value of 102442.50 is a weighted unit of under
achievement of this priority goal which is equivalent
of productive time required for meeting the short-
falls in Bzs, Max & Mis type of shock absorbers.

Priority No. 5 shows that goal of minimising
overtime is under-achieved by 1910 hours.

The last goal of priority No. 6 of minimising the
manufacturing cost has also not been achieved, as
expected. Because we have used a very small value
of Rs. 1000.00/hour on cost constraint, it was bound
to be under-achieved. The under achievement of
Rs. 60093374.40 per year indicates that minimum
manufacturing cost for this product mix is
Rs. 6009337.40+Rs. 1000.00 that is Rs. 60,10,337.40
for the year 1985.

CONCLUSION

The goal programming model formulation develop-
ed provides the firm’s management with a decision
aid in determining its various product mix in the
light of many potentially incompatible and or in
commensurable economic, business and operational
goals facing the firm. Since the output of the model

4 s e e st G
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provides easily discernable measures of the over and
under achievement of each goal, the firm’s decision
maker can develop an understanding of the trade-off
relationship that increase the achievement level of
certain goals at the expense of other goals. Various
forms of sensitivity analysis (such as varying goal levels,
priority structures etc.) can give insight to the decision
makers in terms of the impact such changes in the
model would have on the blending of the products and
the associated measures of performance. This may
especially be important for organisations which may
not be absolutely clear regarding its priority structure
and may like to experiment before arriving at the final
structure.
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There have been significant changes in the inter
national economy over the last ten years. The pivotal
role of primary commodities/minerals has tended to
decline with the increasing shift to synthetics and
substitutes. This has resulted in an overhang of
supplies and greatly depressed prices. The spread of
automation and robotisation has tended to erode the
competitive advantage of lower labour costs and rising.
protectionist barriers. The extreme volatility of cur-
rencies has led to capital movements on an unprece-
dented scale which have compounded developing:
countries’ efforts to maintain their Exports.

The problem of protectionism has been a major
focus of inter-governmental discussion for more than
a decade. Despite general advocacy by Governments
of an improved, strengthened and expanding liberal
trade regime and further liberalization efforts, protec-
tionism and other forms of trade intervention have
tended to increase in recent years. There has been a
considerable build up in pressures for trade interven-
tion and demands for the tightening up of legal
restrictive provisions. Protectionism involves diversified
types of restrictions, tariff and non-tariff, many of
them giving rise to semi-permanent patterns of sectoral
protection, intensifying structural rigidities in the
national economies and encouraging trends towards
managed trade and need to increase the transparency
of trade policies and actions.
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The analysis of long-term trends in all factors
important to the structural adjustment process, such,
as technological development, demand and international
trade, and to factors of production in particular labour
and capital brings out that efficiency and equity
considerations in the international context would both
dictate that market access in so-called traditional
markets should not be obstructed for trading partners,
and especially for developing countries. Emerging
contradiction between the increasing export needs of
developing countries and the mounting reluctance of
some developed countries to pursue expansionary
policies and to accommodate expanded exports from
developing countries calls for a reassessment of the
developing countries export potential and its under-
lying structural factors. Structural change may be
brought about by underlying trends in productivity,
technological innovation, demand patterns or trade
flows.

International trading environment has been charac-
terized by uncertainty and frictions reflecting the slow
growth of world output, the continued imbalances in
pilateral trade and the debt crisis in developing
countries.

USSR has proceeded with reforms in their general
economic and foreign trade regimes designed to en-
hance the role of market oriented instruments and to
increase the number of economic agents responsible
for carrying out foreign trade operations. China has
maintained its liberalisation policy. Voluntary export
restraints (VERs) and orderly marketing arrangements
(OMAs), have extended to trade in such products as
semi-conductors and machine tools in new manufactur-
ing sectors, as also in steel, tubes, textiles, footwear,
chemicals and agricultural products. DMECs as a
group have made no progress in rolling back protec-
tionist actions. Standstill has been seriously enda-
ngered by the introduction of new restrictions on
certain additional products under the renewed multi-
fibre Arrangement. The use of NTMs in developing
countries has been pervasive in all sectors, with little
sectoral bias.

In 1985-86, anti-dumping investigations initiated
against imports from developing countries grew.
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Where the anti-dumping investigations did not result
in duties, they were frequently replaced by other means
such as VERs and price-undertakings.

The trade weighted average applied tariff rates by
developed market-economy countries in 1986 against
imports from developing countries of all food items,
chemicals and manufactures (including leather, textile
yarn and fabrics, clothing and footwears) were higher
than those against imports from all countries. The
developing countries’ major export item receiving
GSP treatment were labour-intensive products, which
faced unusually high tariffs, even after taking account
of GSP. It tended to concentrate on products such as
textiles and clothing.

There is need for a coherent approach to the
liberalization of trade in the areas of export interest to
developing countries where substantial growth in
export earnings is expected in the event of such
liberalization. This approach should take into account
macro-economic costs and imbalances which sectoral
protective actions, cause both to domestic and inter-
national economic adjustment processes. Trade
restrictions, both tariff and non-tariff, have been
intensive in agriculture, textiles/clothing and iron and
steel. Subsidies and new forms of barriers such as
VERs in these sectors have reduced competition,
constrained employment creation and discouraged
efficient industries. Subsidies and VERs have created
distortions in the operation of the market mechanism,
both in importing and exporting countries.

Further liberalization efforts, the fulfilment of
developed market-economy countries commitments on
standstill and roll-back, and the provision of differen-
tial and more favourable treatment for developing
countries, as well as positive structural adjustment
need to be accompanied by measures to assist develop-
ing countries in promoting and diversifying their trade
capitalizing on the trade liberalization process and
improving access to competitive technological and
services inputs in the process of intra-industry
specialization.

A considerable part of the reduction in the
inflation in the ‘eighties was due to the extremely low
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commodity prices’. The developing countries’ terms
of trade remained very low in historic terms.

The major DMECs largely achieved the objective
of realigning their currencies at more realistic rates,
but this has failed to have a major impact on recipro-
cal trade balances. Though nominal interest rates
have been reduced considerably, but have remained
high in real terms. Pressures for protectionist
legislation and action have remained strong, especially
in the United States, where the trade deficit has
increased. Solutions to trade problems continued
to be worked out principally on a bilateral basis often
by arrangements which provide support for expanded
market access or guarantee a minimum market share
for a specific trading partner.

Agricultural products have remained a major
source of friction. Tariff reductions by DMECs
tended to concentrate on products traded principally
between DMECs. Some relaxation of non-tariff
measures took place in certain DMECs but were too
modest. DMECs as a group made no progress in
rolling back protectionist actions, although there were
some signs of a standstill. The new Multi-Fibre
Arrangement (MFA), which extended its coverage to
new fibres such as silk and vegetable fibres
(ramie, linen and jute), will expand the production of
developing countries’ exports facing NT Ms.

Launching of a new round of multi-lateral trade
negotiations (the Uruguay Round), was accompanied
by renewed ‘standstill’ and ‘roll back’ commitments.
Japan eliminated import duties on 1848 agricultural
or industrial products, effective 1 January, 1986 and
reduced or eliminated import duties on 88 industrial
products. Canada reduced tariffs on certain items.
A number of developing countries reduced tariffs.
Tariffs on 373 products, representing 16 per cent of
the value of 1985 imports, were bound at rates lower
than 50 per cent. Newzealand eliminated customs
and other fiscal charges on a large number of
products.

Efforts continued to be made under the GSP to
improve beneficiary lists, product coverage and tariff
cuts but such improvements were modest. Some
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developing countries and China increased duties on
specific products. Actions undertaken by DMECs
did not result in a net liberalization of international
trade.

Japan reduced certain quantitative import restric-
tions. Quotas on leather and leather footwear imports
were converted into tariff quotas. Norway eliminated
licensing requirements and bilateral quotas on a large
number of articles. Newzealand continued its process
of reducing quantitative restrictions dismantling its
licensing system. Greece terminated many of its
residual national import restrictions. Import deposits
imposed for balance-of-payments reasons—on a large
number of products in 1985, were terminated for a
number of products. France converted national quanti-
tative restrictions on a number of items into “import
restrictions without any limitation of quantity”. The
Federal Republic of Germany eliminated non-auto-
matic licensing requirements on certain products
imported from socialist countries. The United
Kingdom terminated certain ‘voluntary’ export
restraint agreements. Colombia, Egypt and Nigeria
substantially increased the number of products for
which import licences are to be granted automatically.
The Republic of Korea and Senegal also liberalized
imports of a large number of products. Mexico
converted the ban on imports of a list of some 300
principally luxury products into a regime of prior
import permits. It also exempted some 100 products
(products and automobile parts) from the import
permit requirement.

The United States renegotiated an extension of the
product coverage of a ‘voluntary’ export restraint
agreement on steel products negotiated with EEC in
1982. EEC introduced Community Surveillance on
imports of a series of agricultural products originally
in the United States, Steel products imported from
the Democratic People’s Republic of Korea and Video
recorders originating in the Republic of Korea.
Retrospective surveillance on footwear imports was
renewed. New bilateral textile agreement with the
United States had been concluded previous to the
renewal of the MFA with Hong Kong, the Republic
of Korea and Taiwan Province of China and included
extension of coverage to silk blends and vegetable
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fibre products. The new bilateral textile agreements
signed with Hong Kong, the Republic of Korea,
Taiwan Province of China and Japan which took
effect retrospectively from 1 January. 1986, sharply
reduced growth rates, EEC improved certain flexi-
bility provisions in its bilateral agreements under the
MFA.

The United States announced the imposition of a
number of import fees and taxes, the conformity of
which with GATT rules was contested by certain
trading partners.

In 1984-85 certain DMECs (principally Australia,
the EEC countries, the United States and Canada)
and some developing countries (Chile, Argentine and
Republic of Korea) imposed anti-dumping and
countervailing duties on alleged dumped or subsidized
imports. Anti-dumping actions are frequently replac-
ed by other trade measures, principally VERs. Anti-
dumping investigations,  involving developing
countries increased, mainly as a result of an increase
of actions initiated in the United States. The
developing countries and | territories most frequently
affected by anti-dumping investigations were—Brazil,
China, Mexico, Republic of Korea, Taiwan Province
of China, Yugoslavia and India. Provisional duties
were imposed in 106 cases and definitive duties in 77
cases, while price undertakings were agreed to in 18
cases. Argentine, Brazil, Mexico, Peru, the Republic
of Korea and Taiwan Province of China were most
frequently involved in countervailing duty investi-
gations, concerning mainly steel, tubes, textiles and
chemical products. Provisional measures were taken
in 32 cases, definite duties were applied in 18 cases,
and price undertakings were agreed to in 5 cases. At
the end of the period there were 88 outstanding
countervailing duty actions. The Chinese external
sector faced severe difficulties in 1986. The trade
_coverage ratio indicates the percentage share of the
value of imports covered by selected NTMs.

In absolute terms there were some 120 thousand
trade flows subject to NTM out of a total of almost
700 thousand. Trade flows affetced by “all” NTMs
accounted for 20.3 per cent of the value of imports,
.or 22.7 per cent of the value of non-fuel imports.

- PRODUCTIVITY

The “‘subgroup’’ of NTMs and quantitative restrictions
affected 15.2 and 13.9 per cent of non-fuel imports,
respectively in 1986. For ‘all’ NTMs, very high
levels of trade interventions are shown in clothing,
food and live animals, textiles and iron and steel.

Trade intervention has increased significantly
between 1981 and 1986. The trade coverage of the
“subgroup” of NTMs increased 10.1 per cent, while
quantitative restrictions increased 13.9 per cent. An
important increase in trade coverage took place from
1981 and 1982. An important increase was observed
from 1984 to 1985. Trade coverage ratio remained
practically unchanged in 1986.

The developing countries, many of which have
established basic iron and steel industries, have a
substantial interest in securing trade liberalization in
this sector. Liberalization of tariffs and NTMs on a
most favoured nation—basis in this sector would
benefit developing countries through an expansion
of their exports by more than $700 million.
By contrast with the developed countries, the use of
NTM:s is not strongly biased in favour of particular
sectors. The food sector is the second most affected
by measures. The highest figures are those
developing Africa and C. America.

for

In a number of developed market economy coun-
tries the treatment of the developing countries as a
whole is less favourable than that afforded to the
other developed countries. In areas of manufactures
where the developing countries are trying to expand
and diversify their production base, rates of duty are
particularly high and there are many product areas
where the applicability of NTMs is much higher
against developing countries.

The highest rates in the major markets are in the
areas of textiles, clothing and footwear, with averages
of 7.9 per cent, 11.9 per cent and 9.0 per cent respec-
tively. The average tariff of 5.5 per cent on food
products coming from preference-receiving countries is
also marginally higher than the overall average of
5.3 per cent.

As a result of the application of the GSP, imports
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in 1983 by preference-granting countries from prefer-
ence-receiving countries may have been around
$6 billion (2 per cent) higher than they would
-otherwise have been. Over 40 per cent of the benefits
went to only three beneficiaries, namely, Hong Kong,
‘the Republic of Korea and Taiwan Province of China.
The key products which benefit from GSP treatment
are some of the major export items of the developing
countries perambulators, toys and sporting goods,
telecommunications apparatus, footwear and so on.
These products face unusually high tariffs, even taking
-account of GSP.

For non-fuel imports as a whole, there is discrimi-
nation against the developing countries, as measured
by the percentage of imports covered by NTMs.

VERs represent a challenge to the GATT system.
VERs have been the most rapidly increasing form of
protectionist actions in the 1980s. The number of VERs
increased from about 60 in 1981 to over 80 in 1986.
The amount of trade covered by VERs increased from
3.0 per cent in 1981 to 4.8 per cent in 1986 on the
basis of 1981 trade flows. The value of trade affected

by VERs increased by 62 per cent between 1981 and
1986. :

VERs are imposed principally by the United States,
EEC and Canada. They are heavily concentrated in
steel and automobiles, affecting respectively 45 and 30
per cent of the value of all corresponding imports
into selected DMECs in 1986. VERs are also directed
against some developing countries, principally the
Republic of Korea and Brazil. The VER concerning
-exports of manioc to the EEC affects a relatively large
share of Thailand’s exports to DMECs.

The tariff rates as they appear in customs
schedules and as they are negotiated in the course of
international trade negotiations —may give very little
idea of the protection that is afforded to the activity
or process of transforming raw materials into semi-
finished goods or components, for example. The
effective protection’ for the industry is the combined
effect of tariffs on the outputs, even where the duties
bn hoth inputs to a production process and outputs of
the process are simultaneously reduced. Examples of
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production chains where escalation of intervention
can be observed are meat, oil seeds/vegetable oils,
leather, wool, cotton, jute, iron and steel and
phosphates.

It is unlikely that there will be any rapid dismantl-
ing of trade intervention, especially in respect of
restrictions on imports, although domestic budgetary
considerations (rather than international agreement)
may yet prove to be decisive in respect of the
continued large-scale subsidized exportation of sur-
pluses. There is now generally much greater reliance
on subsidies and other non-tariff barriers. There are
also quite divergent attitudes among the major trading
countries towards the use of subsidies, reflecting in
part attitudes towards interventionism in general.
Subsidies form an integral part of the policy environ-
ment of most countries in agriculture and the conver-
sion of the associated border controls (quotas, variable
levies, etc.) into ad-valorem tariffs.

Developing countries are likely to make substantial
gains if trade barriers on products such as tobacco,
roasted-coffee, instant coffee, coffee extracts, cocoa
derivatives, oil seeds and vegetable oil were lowered
or removed and tropical products in any liberalization
effort which is to be beneficial to developing countries
as a whole. Liberalization of trade in cereals could
have initial detrimental effects for food importers, it
may well be that the associated price increases, which
are expected to follow liberalization of trade in such
products could provide a stimulus to the development
of production of food-grains in those countries, so
that the longer-term balances could be quite different
from those predicted by current modelling exercises.

The MFA was originally intended to provide a
period in which the uncompetitive lines of production
in the textile and clothing sector in certain developed
market economies could be phased out without
excessive adjustment problems. The developing
countries were to be provided with expanding market
opportunities. Under the MFA and its extensions,

trade in textiles and clothing has become progressively
more restricted. Over time the annual growth rates
have rarely achieved the six per cent target. The
developing countries sought continued assurance of
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liberal and stable access through the tightening of
safeguard measures and continued provision for small
suppliers, new entrants and cotton and wool-based
exporters.

Tariff protection in the clothing sector is the
highest of any sector in DMEC markets. In the
textiles and clothing sector the percentage of DMEC
imports of clothing from developing countries subject
to NTMs is two to three times the incidence of
measures facing other DMECs. The achievement of
trade liberalization in this sector is of enormous
importance to the developing countries. Liberalization
of tariff and non-tariff barriers by the major develop-
ed conntries in this sector would lead to an increase
in imports from the developing countries of the order
of § 14.9 billion. This represents approximately
40 per cent of all the potential gains to the
developing countries from the liberalization of all
tariffs and NTBs in these major markets.

Changing Patterns in World Trade

In the agricultural sector world production increas-
ed substantially over the period 1975-1985 and the
growth rate of production was higher in the aggregate
of developing countries than in the developed market-
economy countries and the socialist countries of
Eastern Europe. The secular decline of agricultural
products as a proportion of total world trade has
continued over 1975-1985. International price develop-
ments in the 1980s have been very unfavourable to
agricultural exporters. There has also been a marked
long-term decline of real agricultural prices which has
been evident in a deterioration of the terms of trade
of many developing countries.
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In the Industrial sector, a comparison of the-
periods 1975-79 and 1979-1983 reveals that there has
been a marked slow-down in growth in nearly all
branches of industrial activity in the three groups of
countries in 1979-83 and 1985-86. In the developing
countries and the socialist countries of Eastern Europe
a deceleration in changes in manufacturing output
structure could be observed in 1979-83 whereas the
pace of structural change in output appears to have
been somewhat faster in the developed market-
economy countries. Changes in the employment
structure slowed down in all three groups of countries
in 1979-83 and 1985-86. The expansion of out-
put shares was generally concentrated in fewer
industrial branches in 1979-1983. A number of
industrial branches experienced simultaneously above
average growth in output in the developing countries
and below average growth in output in the developed
countries.

The value of total world trade declined by 1.2 per
cent per annum over the period 1980-84 and trade in
manufacturers marginally by 1 per cent per annum.
This contrasts dramatically with the period 1973-83,
when total world trade expanded at an annual rate of
19.5 per cent and world trade in manufactures
recovered an average annual increase of 17.7 per cent.
The Group of developing countries expanding their
manufactured exports at an average annual rate of
10.5 per cent.

The U.N.C.T.A.D. VII Session just concluded at
Geneva has ended on an optimistic note of consensus
in the areas of international trade, launching of the
integrated program on commodities, debt and the
special program for least developed countries.
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Introduction

The popular belief that the Computer revolution in
management is not far off is fast becoming true.
Compared to 10-15 computers worth about 30
million § in 1955 all over the world, the number in
1978 rose to 60,000 computers worth $ 18 billion and
the latest data puts the number of computers to more
than a million.! The anticipated benefits of computer
based management system have been realised even by
the developing countries and as such their policies are
fast moving towards greater utilisation and application
of computers. In India for example, greater emphasis
has been now placed on computer education right from
the school level and more and more institutions
including public and service sectors are utilising it in
their day to day functioning. However, this number
is not as large as in industrialised countries.

An attempt has been made in this paper to examine
the impact of computer-based management system on
the members of the organisation and the work itself.
More precisely, our focus is on: Are organisation
structures becoming more and more centralized as a
result of computers? Are these organisational
changes a necessary result of computer technology or
are other factors more important? How has the
nature of managerial work changed 7 And how will
higher levels of management be affected ?
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We may begin our discussion by briefly summariz-
ing the benefits of computers in say a manufacturing
unit. The list will include : reductions in cycle time
from receipt of the customer order to shipment of
original equipment and spare parts; reductions in in-
ventory; more efficient use of manpower and machinery;
reduced costs through elimination of indirect manu-
facturing expense jobs; and more timely, accurate
schedules and management measurement reports.’ At
a broader level, the benefits could be as stated by
Christopher Evans : ““cheap person to person communi-
cation . . . favours the kind of open society and has
just the opposite effect on autocracies—both right and
left wing—who like to make sure that all information
is handled firmly downwards”.?

Despite these possible gains, we must realise that
any form of technology should be understood
primarily with the interaction of men and machines.*
The lack of knowledge and its consequences have been
reported by various scholars. One should be careful
to avoid the alienation and frustrations of the kind
which have been described long ago by such visionary
minds as Kalka.’

As such, one must examine the impact of computers
on the work system and various categories of
employees. For the industrialised countries, some
studies of this kind were conducted by Anderson;®
Rathenau:’ and Whisler.® What we learn from these
studies is that problem of implementation of computer
technology is primarily problem of the administra-
tion of change. For this reason, on¢ should examine
more closely the ‘human’ aspects of the change
process, rather than the technical aspects of the
programmes themselves. We must acknowledge that
while writing about the progress in the developing
world, the limited coverage by scholars often restrict
to draw any meaningful conclusions.

Centralization of Organization Structures

Whisler’s® study on impact of information techno-
logy on organisational control has shown that
computer-based information system often leads to
centralised control in organization. Functional areas
such as accounting, production and supply manage-
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ment, are also subjected to centralisation. Klahr and
Leavitt’® developed an analogy between computer
programmes and organizational structures : closed—
routine programmes and organizations will move
towards centralisation whereas open-routine or
executive programmes and organizations will tend to
be decentralised. Similarly Delehanty,!! while studying
the life insurance companies found operational
centralization as a result of computers.

On the other hand, work of Dearden!? indicated
strong doubts and mentioned that it was the lack of
time by top management to make detailed decisions,
rather than the lack of information, which was the
real reason for decentralization.

It is, thus, difficult to say whether computers are
making the system more centralised. Perhaps at
various stages of organizational life, some amount of
centralisation or decentralization will be there
irrespective of the change that is occurring in the
availability of information.

The Changing Nature of Managerial Work

Various terms are used to describe different types
of managerial jobs—logistic, operations and structur-
ed, repetitive, routine etc. Managers dealing with
purchase, production planning and control etc.,
perhaps, will have fewer people reporting to them for
the same volume of activity and they will be freed of
this responsibility devote more of their time to other
problems. This also could raise a serious issue. Has
the middle management group shrunk in size asa
result of computerisation ? Delehanty'* pointed out
that possibly at a later stage of automation the total
middle level group may shrink.

Forester'* put the case for managers versus
computers even more strongly. As computers are
supposed to take over routine work from managers
at all levels, there remain unstructured jobs that were
getting done before because these managers were too-
busy.

Let us assume a partial reorganisation of an
engineering factory in which machine shop and
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assembly line have been automated. The consequence
will be a change of tasks alongwith the loss of certain
jobs. Work preparation, production itself and sales
will be closer to each other. A new kind of broader
specialist may be in demand.

Thus, the impact of computerisation could be seen
as resulting in change of job and change in the
structure or control system of the organisation. In
Germany, attempts were made to estimate the number
of jobs which change through the impact of infor-
mation technology. It was found that about 50 per cent
of the jobs will have changed character within about
15 years.!s

Yet another change could be a shift from subordi-
nate to supraordinate goals. Rewards will not be on
the basis of their ‘independent’ accomplishments of the
subordinate, specific goals in their own section,
subsection or unit but would also include assistance
in the attainment of the supraordinate goals of the
total organisation. The possibility of losing control
may cause (1) a great deal of massive resistance on
the part of managers, particularly at the unit and
subunit level and (2) the demand that the programmes,
at the interface between different sections or sub-
sections come under manual control of the individual
manager.

Effect on Higher Levels of Management

Many of the foregoing comments apply also
at the higher level of management where tasks are
likely to be more unstructured and more ‘amorphous’.
The ill-defined, novel tasks on which top levels of
organisations usually work generate flexible, open,
on-hierarchical structures corresponding to partici-
ative management. Possibly  the evolutionary
pplication of more elaborate programmes will trigger

new wave of interactions and interchanges between
rganisations and computer programmes.

Man-machine interaction systems, "using real-time
d time sharing computer technology may be parti-
larly applicable at higher management Jevels.
rroll'® pointed out that these systems can be flexible,
oviding data at the moment of decision and offering
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capability to answer ‘what if’ questions about price
policies, markets, product mixes etc.

Experience of Robert H. Guest!? of General
Motors’ plant in using computers to reduce break-
downs indicated that as a consequence, the top
managers had more time to work with their peers and
subordinates on their problems. The perspective
of the manager had been extended out in time,

Let us now look at the Indian experience. Iet us

view one of the large organizations, namely the Survey
of India.

(1) WHAT IS SOI

Historical Back ground

Survey of India (SOI) was established in 1767 to
assist the then East India Company in conducting
topographical surveys of their land holdings, in and
around Calcutta. Later, as the influence of the
company grew in India, similar survey departments
were established in Bombay and Madras Presidencies.

One of the notable achievements of the department
during the initial years of SOl was the Great
Trigonometrical Survey of India commenced in 1802,
with the active participation of the persons like Sir
George Everest (after whom Mount Everest was
named).

The work of SOI increased manifold soon after
India obtained Independence in 1947. The SOI has
had to survey and map not only the various areas
within the borders of the country but also the inacces-
sible borders as well as off-shore islands such as
Andaman and Nicobar.,

The SOI has approximately 18000 employees on
its strength. While some of the employees have been
taken from the Indian Army on deputation, some
others are recruited directly from the market.

Organizational Structure

The SOI, as shown in Fig. 1, is organised into 9
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regional circles and 6 specialised Directorates/Offices
under the overall control of the Surveyor General (SG)
of India who has his Headquarters at Dehradun.

The regional circles are the one which accomplish
the main tasks of surveying and mapping. Thus, the
Directors of Regional circles report directly to the SG
in the present scheme of things.

Specialised Directorates or offices, on the other
hand, have been established with the main purpose of

SG
1
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2. PRESENT STATUS OF COMPUTERISATION
AND THEIR IMPACT ON SOl

Computers of various degrees of power have beeu
introduced in different Regional circles and specialis-
ed directorates of SOI in the recent past. The
computers that have been installed in-house are
mostly mini and micro computers. On the other hand,
specialised directorates such as Geodesy and Research
Branch (located at Dehradun) use large computers
for making large-scale mathematical calculations.

REGIONAL
CIRCLES

NORTH WESTERN )
NORTHERN
EASTERN
NORTH EASTERN
WESTERN
CENTRAL
SOUTH CENTRAL
SOUTH EASTERN
L SOUTHERN 3

—
—_—

1
SPECIALISED
DIRECTORATES/
OFFIClES

SG's OFFICE

MAP PUBLICATION

GEODETIC AND RESEARCH
SURVEY (AIR)

SURVEY TRAINING INSTT.
RESEARCH AND DEVELOPMENT

-

Fig. 1 Organizational Structure of SOI

providing Research and Development, Training, map
production, satellite imagery studies and so on. The
work of the specialised directorates, over the years,
is being increasingly accepted by regional circles as an
important component of SOI. Further, jobs like
printing or training are found to be acceptable as
centralised functions to Regional circles.

Qutput of SOI

‘ The output of SOI is mainly maps in various
scales and detail maps for use by Airlines, Defence
Forces, Tourists, Revenue authorities and so on differ
in size and the extent of detail so reflected. The
present output is considered to be woefully inadequate
considering the demand for maps on the one hand

‘and level of accuracy on the other.

Impact of Computers on SOl
The impact of computers can be considered at two
levels. These are :

(a) at the regional circle levels, and

(b) at the specialised directorate level.

At the Regional Circle Level : The work-load at the
regional circle level is mainly confined to (1) field
survey work and (2) office work for mapping. While
the ‘field Survery work’ has not been affected by use
of computers, it is the ‘mapping work’ at the office
that has undergone some change.

* Some Effects of Compuiterisation : Some of the
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effects of computerisation at the regional circle level
are as follows :

(a) creation of a central service,

(b) importance accorded to a few,
(c) work-load not shared by all.

Creation of a Central Pool

Before the advent of computers, a person who was
good at doing calculations in a speedy manner using
desk calculators and slide rules was considered impor-
tant, but., with the heralding of computers, a new
breed of ‘Bright Boys’ have been accorded importance.
These ‘Bright Boys’ have been given direct access to
the top management which was not existent earlier.
Please see Fig. 2 & 3 in this context.
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‘computer boys’ find it difficult to share such work. On
the other hand, a person working in a field party may
ask his colleague to do some part of a familiar work
for sometime and thus, take time off, as it were.
Because of this phenomenon, non-computer depart-
ments tend to resent ‘computer boys’.

Specialised Directorates : Computer work at the
specialised directorate level demands access to large
computers which the organization does not have at
present. Thus, the staff of specialised directorates are
required to go to organisations (outside SOI) to
process data. There has not been any major change
in the strtucture of the specialised directorates, how-
ever, are required to put in extra work compared to
their colleagues.

Director

Personal Staff

f {
Field Survey

Drawing Planning Administration
Office Cell Parties & Finance
Fig. 2 Regional Circle Before Computerisation
Director
Computer Group——— 1l ———Personal Staff
| I ll |
Drawing Planning Field Survey Administration
Office Cell Parties & Finance

Fig, 3 Regional Circle After Computerisation

* Computer Group formed by taking 'Bright Boys’ from other Groups.

Importance Accorded to a Few : Because computer
work demands people with above Average Intelligence,
the Director is forced to choose the best virtue of
such relation, the members of this group tend to
become ‘elitist’.

Workload not Shared by All : By the very nature
of computer work, no sharing of workload is possible.
In fact, it would be difficult for a person working in a
field survey party to appreciate the problems,
frustrations and constraints faced by a person working
in a computer cell. Since most of the work engaged
in by the computer cell is intellectual in nature, the

(3) COMPUTERISATION PLANS OF SOI
AND THE LIKELY IMPACT

Plans of SOI : SOI, like a number of other organi-
sations in the country, has formulated plans for
induction of large computers. Such computers have
been found to be essential to cope with the SOI
workload. Implementation of these plans is beset
with some problems. These are as follows :

(a) Non-availability of expertise in SOI.
(b) Need for creation of a computer group.
(c) Role of this group vis-a-vis other groups.
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Non-availability of Expertise in SOI : SOI is
basically a surveying and mapping organization.
Therefore, it is not appropriate to expect SOI to
possess expertise in computers. Though some members
of staff of SOI have been trained on computers in
foreign countries, such training has not been followed
up seriously. Therefore, it has become necessary
for SOI to think of recruiting experts to work with
computers (when they are installed by SOI).

Recruitment of outside experts is beset with the
following problems :

(a) Outsiders (if they are experts) would demand
more pay and emoluments than SOI staff
(who might be in the same age group and are
likely to possess more experience in survey and
mapping matters).

{b) Outsiders may be recruited on a contract
basis.

{c) Computer staff tend to pass through the

— o m— — — — — — — — — —
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—Achievement

-—Saturation

— Frustration

—Flight/Fatalism d
‘Life Cycle’ of progress of - Computer
Experts

(d) Insiders resent prominence given to outsiders.

Stages in the Life Cycle of Progress

Every organisation—Large or small; Indian or
Multi-national; Industrial or Business; Religious or
Military; Academic or otherwise: Governmental or
non-governmental, tends to advertise for the best
persons when it intends ‘going computers’. Thus, a
number of computer experts, in the hope of not only
getting more emoluments than what they are hitherto
getting but also contributing to professional calls of
challenge, join these organisations. These professionals
enter organizations with huge aspirations and hopes.
Hence, this is the first stage in the life cycle.

\

|
|
l
|
I
I
I
I
I

. Flight to
[ Saturation Stage i
Organisations
o
@ ' l :
- Achievement I F;L;sirahon
= IStage | | age
] e |
e I
—
S R !
@ I | ;
a: Q:piration : | Bight —
age
I |
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Fig. 4 ‘Life Cycle' concept of performance of computer professionals

following stages of progress in the organisation

(as depicted in Fig. 4) :—
—Aspiration (hopes)

Achievement

~ Since the top managements of thes: organizations
are also ‘turned on’ towards computers, the computer
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professionals are able to show significant achievements
in the initial stages of their stay in these organizations.

Saturation

As days pass and a few months roll by, a degree of
saturation tends to set in. This comes about the
degree of novelty wears off and the top management
does not find much time to share the excitement of the
‘Computer Boys and Girls’.

Frustration

With the onset of saturation, the computer pro-
fessionals find that they have nothing new to offer,
their efforts are not appreciated any more and even
their fellow professionals in other organizations do
not recognize the work done by them. Thus, a
significant degree of frustration sets in. These
computer professionals, therefore, start sliding in
their performance. The organizational effectiveness
aiso drops.

Fight/Flight/Frustration

To ward off a fall in professional competence,
many professionals take to fighting the top manage-
ment so that more job challenges are offered. Some
professionals take to flight by looking for greener
Pastures in other organizations. Those who are not
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on the behaviour of persons engaged in computer
work. Computers have an equal influence (if not more)
on other components of the organization and have a
tendency to affect the performance of the various
segments of the organisation.

New ‘Power Centres’: As shown in Fig. 5 =the
‘Computer Division’ or ‘Cell’ a concept conceptualised
in the case of Survey of India (SOI), as in other large
organizations, comes into existence when computers
are introduced for the first time. These ‘computer
divisions’ tend to become ‘Power Centres’ as they
handle ‘information’. In a way, Finance/Accounts
Departments on the one hand and personnel depart-
ments on the other also have been handling sensitive
information earlier. ‘Computer Divisions’ are able to
store all information, whether sensitive or otherwise,
in one central (and compact) place now. Thus, the
‘Power’ of information is gradually getting shifted to
‘computer professionals’.

Sense of Insecurity : The various employees (whe-
ther they are managerial, supervisory or otherwise)
working in conventional departments find themselves
‘left out’, as it were, They are not able to understand
the new equipment (computers) fast enough nor are
they able to adapt themselves to new procedures and
forms as a result of computerization.

SG
of SOI
{

|
Computer
Directorate

To plan, instal, operate and
control computer-based
information systems in the
organization. All computer
personnel controlled form here.

successful in either fight or flight tend to accept their
position in a fatalistic manner. These employees
could at best be considered to be ‘routine-workers’
with no new ideas to offer. Such workers would not
find promotional avenues either, and are likely to
stagnate.

‘Change in Structure

We have seen, so far, the impact of computers

Regional
Circles

|

|
Soecialised
Directorates

Note : SG = Surveyor General
SOI = Survey of India

Fig.5 Centralised ‘Computer Division®

Types of Structures: There are basically two
structures that emerge in any organization ‘going
computers’.  Of course, a third structure would also
emerge but this structure is peculiar to academic
institutions and will be discussed separately.

Centralised Staff Structure : As shown in Fig. 5, all
work related to computerisation is vested in the
‘computer division’. The staff of the Computer
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Division work under the head of the Division. They
may work with one functional department one day
and with a completely strange department the very
next day.

‘Centralized Operations’ and ‘Distributed Staff”

In this structure, all planning, training and
computer operations are handled by the computer
division while development of information systems
is achieved by attaching computer professionals, on a
semi-permanent basis, Wwith the functional depart-
ments. The computer professionals in effect, would
be on the pay-roll of the concerned functional depart-
ment. This structure is shown in Fig. 0. This
structure is more open and would evoke confidence
in the minds of the personnel in functional depart-
ments. Further, this structure has been tried out in
the Government of India when Financial Advisers
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technical bosses. This is more like a ‘matrix structure’
of organization.

Structurc in an Academic Environment

While we have seen various structures in a service:
organization like SOI so far, it would be worthwhile
to look at the structure that is found in an academic
environment due to the advent of computers. This
structure entails more freedom to the functional
departments than that found in Fig. 6. In an orga-
nisation like 1IT or IISc, the various academic
departments themselves are in a position to use
computers without any large-scale help from the
computer division. As shown in Fig. 7, only the
hardware maintenance, software update and dissemi-
nation of information would be  the responsibility of

the computer division. Selection of tasks to be

to various Departments work in the concerned computerised, choice of software, maintenance of

departments and reporting to the Expenditure databases etc., would be the responsibility of the

Secretary at the same time. computer division. This structure is more of a
SG

of SIOI

|
|
Computer Divisilon/DircctOratc

Regional circles

| |

Specialised Directorates
|

Hardware Software | Functional | Functiopal |
| 11 Staff Staff |
|
| L Computer Computer
! —————————— Personnel Pcrsor}nel
h '
et e e e U e T i

Fig. 6 ‘Centralised Operations’ and *Distributed Staff’ (A matrix structure ?)

Note :

In this structure, computer personnel would have
to report to ‘two bosses’, as it were. One boss would
be the ‘Technical Boss’ at the computer division for
technical matters, while the other would be the
‘Functional Operational Boss’ at the functional division.
This structure has been prevalent for a number of
years in military organisations where the communi-
cations expert, engineering expert, expert etc. were
brought under command of the Force Commander.
In order to ensure coordination with other friendly
forces, these experts would also report to their

A structure similar to this one is prevalent in BHEL, Bhopal.

‘Laissez-Faire’ structure.
Effect on Personnel

Whatever be the structure adopted, if computer:
professionals decide to stay in an organization, they.
normally find that they arenot in a position to-
reach the ‘top’. Can we expect a computer professional.
who enters the computer division of the Army to lead-:
forces in a war ? Can we expect a computer profes-
sional to head a police force when he would not know
how to handle a prisoner or a riot? Thus, no
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‘ supplied) supplied)
[ | !
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Note :
of computer divisions.

organisation permits a computer professional to head
it. If a computer prefessional wishes to reach the
top, he is expected to branch off into a functional
area during his ‘junior management’ or, at best,
‘middle management’ days.

‘Conclusion

An attempt has been made in this paper to analyse
the various issues involved in the induction of
computers in an organization with special reference to
-organizational structures. A description of the merits
and demerits of an ‘endogenous (in-house)’ as well as
‘exogenous (external)’ computer-professional group
induction has been attempted in this paper.

One can, however, sece a clear emergence of
“Matrix’ organizations with the advent of computers.
One can also see the possibility of internal frection
between the restraining forces’ of the ‘state-quoists’
and the ‘driving forces’ of the ‘change-agents’ in the
organization.

Computers are tools just like typewriters, photo-
copiers and the like with one major difference.
Computers are ‘active’ in that they provide ‘live’ and
hot information.

A number of studies undertaken in the Indian
context on the impact of computerisation on organi-
zational structures need to be undertaken so that a

Fig.7 Structure in an Academic Institution (A Laissez-Faire Approach)

On many an occasion, functional department personnel become more proficisnt in computers as compared to personnel

systematic guidline could be evolved for use by organi-
zations ‘going computers’.
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This paper examines the capital, employment and
output relations in chemical industry. According to
the author the smallest and the most recent units have
shown relatively high growth,
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Introduction

Small scale industries have been an integral and
continuous element in India’s economic structure. The
importance of this sector lies in creating greater
employment in the short run and its contribution to
national income. Small scale industries are effective
mobilizers of small and localised resources and entre-
preneural skills thus leading to higher economic acti-
vity and regional development. These enterprises are
thought to be less capital intensive, therefore more
suitable for underdeveloped countries, where there is
dearth of capital and skilled labour. The relations
between capital, employment and output in these
enterprises are determined by the technical progress,
marginal productivity of capital, fluctuations in econo-
mic activity and host of other factors. In this paper
an attempt has been made to study the capital,
employment and output relations of small and medium
scale chemical units in Baroda city.

Chemical industry rank first among the indigeneous
industries of India. It was the largest creator of net
value added (12.1 per cent) and output (13.3 per cent)
in the factory sector in 1980-81.1 In Gujarat  State,
chemical industry has been the largest creator of net
value added (20.6 per cent) and output (19.9 per cent)
in factory sector in 198C-81.2 This industry is highly
capital intensive and has a high rate of technological
obsolesence. Chemical irdustry is diverse and the
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fastest growing sectors within it are petrochemicals,
plastics, fertilizers. Chemical industry makes valuable
contribution in augmenting food production, conser-
vation of water resources, provision of newer fibres,
construction and material, meeting health needs, control
of population efc. This industry also meets domestic
needs in many ways.

Baroda has emerged as one of the most industrially
progressive towns in Gujarat. There is a heavy concen-
tration of large-scale industries in Baroda. Leading
industrial groups are petrochemicals and pharmaceuti-
cals. Chemical industry is the fastest growing industry
in Baroda and the largest creator of employment since
1975.3 There are 23 high tension (about 100 HP)
chemical units in Baroda. The growth of small and
medium scale units is high since early 1970’s. In the
year 1960 there werc 36 chemical units in Baroda
district and by the end of 1984 there were 512 working
chemical units in Baroda only. The growth of chemical
based industry is mainly due to location of GSFC,
1PCL and other large scale chemical units. Around
9Q per cent of Chemical Units in Baroda district are
located in the city.

For the purpose of the study all the industrial
estates in the vicinity of Baroda which are connected
with Baroda for all practical purposes, are taken as
part of Baroda City. The concentration of small and
medium scale units in Baroda is as high as 61 per cent
of the district. Data collected from Gujarat Electricity
Board (GEB) records and Baroda Municipal Corpora-
tion >how that the clectrified industrial units in Baroda
district have increased from 1446 units in 1960 to
8400 units* by the end of 1984 and have grown at
7.61 per cent per annum.

Small Scale Units—Definition

Generally small scale units are defined with refe-
rence to employment size or funds invested. Capital
and employment are two major factors of production
having varying degree of substitutability between them
according to technological and economic considera-
tions. Capital being a composite commodity,
problems arise in measuring the value of capital.
1t is rightly pointed out by Hashim, Dadi and others®
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that “Broadly two classes of industrial units could be
identified i.e. (i) those using madern technology and
(i) those using traditional technalogy Identifi-
cation of technology becomes ieasy with reference to
the use of machines using power. Use of electricity
as a source of power denotes modern technology. For
electricity using industries, load connected in terms
of Horse Power (HP), also becomes a good basis of
classification of size. HP is a stable and easily
identifiable criterion of size classification. It also
represents technology”. The definition of small scale
unit has undergone various changes. The latest defini-
tion considers all units upto Rs. 35 lacs investment in
plant and machinery and the unit is Rs. 45 lacs for
ancillary units.

......

Data Base

In Baroda there are 4204 low and medium tension
(less than 100 HP) units working by 1984 end, of
which 512 are chemical units. A sample of 95 units
was drawn out of 512 chemical units below 100 HP.
The sample was drawn by way of random sampling.
Due representation was given o various strata based
on products and HP connected. 10 industrial units
with above 100 HP connected were also surveyed and
the results of which are incorporated in this study.
The sample forms 18.6 per cent of total chemical units
in Baroda. A questionnaire was canvassed personally
and the data refers to the year 1984-85. All units
were visited personally and information cross examin-
ed. The units from which information was collected
are classified into seven industrial groups. Of the 95
units only 12 were established before 1970 and 26
after 1980, as many as 57 units were established bet-
ween 1970 and 1980. The distribution of industrial

units in sample by Industry and load connected is
given in Table 1.

In what follows an attempt has been made to study
the growth and capital structure of various chemical

industries. Analysis has also been done on the basis
of age of firms and load connected.

Growth of Sales and Development

Since the data is available for benchmark years,
growth rate is calculated by considering the period as
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TABLE 1
Distribution of Units by Industry and Load (HP) Connected
HP Connected
Industry 0-10 11-20 21-30 31-50 51-75 76-100 Total % of
Total
Inorganic Chemicals 2 1 ! 3 3 17 17.89
Organic Chemicals 1 1 1 5 2 12 12.62
Fertilizers and Pesticides 2 — - 1 4 4 11 11.58
Dyes, Paints and Lacquers 1 4 % 3 1 3 15 15.79
Drugs and Pharmaceuticals 3 - 1 > 1 4 14 14.74
Soap and Cosmetics 3 2 3 — - — 10 10.53
Other Chemicals 5 1 3 1 5 1 16 16.84
Total 19 9 15 14 19 19 95
Percentage of Total 20.00 9.48 1578 14.74 20.00 20.00 100,00
a whole. As the firms in the groups have different TABLE 2
age structures, the growth rate is calculated for each Growth of Sales and Employment by Industry
firm and the average growth per annum for the group
is calculated by drawing the average of the growth Industry Growth Per cent per Annum
rates of all firms in the group. In this study the Employment Sales
deflated sales are taken to calculate the actual growth :
in sales. Both the initial and final sales are adjusted Inorganic Chemicals 13 % T
so as to represent them at constant prices (i.e., Organic Chemicals 16.1 12.267
1970-7hen100) A0 acpmoneh - pritet s . glowe < and Pesticides 13.98 13.42
taking the price index of corresponding products. Diyee, Dtinh {8 | v ks B
Employment and sales growth rates for various Druesand Phﬂl'l'l'l.aceulicals 20.935 13.136
industries are furnished in Table 2. It is found that Soap and Cosmetics 3512 33512
growth in employment is high for Drugs and Pharma-  Other Chemicals 6.406 18.00
ceuticals. The growth in sales is highest in case of  All Groups 12.276 17.486
soap and cosmetics which show least growth in
employment. This could be because of the size of Note: Formula used Y — aebt where Y = final years sales

units in soap and cosmetics industry. All the firms in
soap and cosmetics industry of the sample are below
30 HP and 7 out of these 10 units are in less than 20
HP group. The least growth in sales is in case of Dyes,
paints and lacquers which also show lower growth in
employment.

Table 3 gives the growth rates for employment
and sales for various size groups (HP connected).

or Employment ‘a’ initial years sales or employment.
Growth is calculated by averaging b’s of all the firms
in the group.

Units below 20 ' HP have relatively low growth rates
employment and high growth rates of sales. The
highest growth in employment is case of units in the
range of 51-75 HP and least in case of units in 0-10
HP range. The highest growth in sales is for units
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TABLE 3
Growth of Sales and Employment by Size of the Units

Horse Power Growth Per cent per Annum

Employment Sale S
0-10 5.072 22.800
11-20 7.414 24.543
21-30 14.457 15.100
31-50 11.547 8893
51-75 16.765 16.237
76-100 15.607 19.579
All Units
(Below 100 HP) 12.275 17.486
Above 100 HP 10.986 28.029

Note : For the formula used —see Table—2, note.

of 11-20 HP range. For greater production of all
units it is found that average growth in sales is
greater than the average growth in employment. For
units above 100 HP the growth rate in employment
is 11 per cent per annum and 28 per cent growth in

case of sales.

Table 4 gives annual percentage growth rates for
employment and sales by the year of establishment
of units. It is clear from the table that the growth
rates for both sales and employment is inversely relat-

TABLE 4

Growth in Sales and Employment by the Year of
Establishment of Units

Year of Establishment Growth Per cent per Annum

Employment Sales
1960 and before 0.933 10.133
1961-65 5.90 3.40
1965-70 5.60 8.50
1971-75 4.28 10.74
1976-80 10.024 14.024
After 1980 27.181 32577
All Units 12.275 17.486

Note : For the formula used —see Table—2, note.
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ed to the age of the firm. The growth in employment
is least for units established before 1960 and is highest
for units established after 1980, The sales growth
is also highest for units established after 1980.

Age of the firm is found to be inversely correlated
to growth in sales and growth in employment. The
correlated coefficient for age, growth in sales and age,
growth in employment are —0.2692 and —0.3618
respectively. They are both significant at 1 per cent
level.

Capital Coefficient

Capital coefficient measures precise quantitative
relation between a unit of gross output and the
quantity of capital required to obtain that output.
Capital required to produce one unit of output, gives
the measure of capital intensity of the unit. In
calculating the ratio, capital has been expressed at
current prices (1984-85). The initial purchase price
of plant and machinery and the subsequent additions
to the plant and machinery were collected along with
other data. As these cannot be aggregated, the gross
fixed capital is inflated with corresponding price index
to represent at 1984-85 prices. Therefore the total
capital is expressed at current prices. The capital
coefficients are shown in Table 5.

TABLE $§
Capital Per Unit of Gross Output (Capital Coefficient)
by Industry
Industry Fixed Inventories Total
Capital Capital
Inorganic Chemicals 0.3837 0.1495 0.5322
Organic Chemicals 0.5013 0.1553 0.6566
Fertilizers and Pesticides 0.3490 0.1696 0.5186
Dyes, Paints and_
Lacquers 0.3378 01239 0.4617
Drugs and
Pharmaceuticals 0.3744 0.2809 0.6553
Soap and Cosmetics 0 2685 0.1388 0.4073
Other Chemicals 0.3013 0.1430 0.4443
All (Below 100 HP) 0.3637 0.1753 0.5390
Above 100 HP 0.7472 0.1610 0.9082




is 0.9082. In the study by Lakdawala and others,
capital—Actual output ratio for all small industries
is 0.3136.° Among units below 100 HP, organic
chemical industry has capital coefficient to be 0.657
which is maximum, least being 0.407 for soap and
cosmetics. Capital coefficient for chemical industry
in 1963 at purchasers price is found to be 1.2278.7
The capital coefficients are calculated for fixed capital
and inventories separately. Among units below 100
HP, Drugs and Pharmaceuticals needs maximum
inventory, which is largely due to large stock of
semifinished goods. Fixed capital coefficient is
highest for organic chemical industry, least for soap
and cosmetics. For units above 100 HP fixed capital
coefficient is 0.747 and inventory coeflicient is 0.161.

Capital coefficients by size of units are furnished in
Table 6. Here the size of the units is denoted by the
Horse Power (HP) connected size of firm does not
appear to influence the capital coefficients. The units
with median groups show lower coefficients than at
extremes. The units in 21-30 HP range have least
capital coefficient of 0.492, highest being 0.578 for
units in 76-100 HP range. The capital coefficients
calculated with fixed capital inventories show similar
results. Inventory coefficient appear to show correla-
tion with size but least is in case of units in 21-30
HP range and maximum for units in 76-100 HP range.

TABLE 6

Capital Per Unit of Gross Output (Capital Coefficient)
by Load (HP) connected

‘CAPITAL, EMPLOYMENT AND OUTPUT RELATIONS IN CHEMICAL INDUSTRY
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For all chemical industries below 100 HP, 0.54 Capital —Gross Value Added Relation
units of capital is required to produce a unit of gross
output. For units above 100 HP the capital coefficient

Gross value added is the value created through the
process of production by the interaction of various
factor inputs and is arrived at by deducting the cost
from value of gross output. The Capital-Gross value
added ratio measures the quantitative relation between
the gross value added and the amount of Capital
required to create that value. The results are
presented in Table 7. The Capital-Gross value added

TABLE 7
Capital per unit of Gross value added by Industry

HP Connected Fixed Capi;al Inventories Total Capital
0-10 0.3591 0.1646 0.5217
11-20 0.3347 0.1635 0.4982
21-30 0.3567 0.1358 0.4925
31-50 0.3195 0.1737 0.4932
51-75 0.3868 0.1916 0.5784
76-100 0.3766 0.1915 0.5681
All 0.3637 0.1753 0.5390

Industry Fixed Inventories Total
Capital Capital

1. Inorganic Chemicals 1.7813 0.6940 2.4753
2. Organic Chemicals 1.8873 0.5845 2.4718
3. Fertilizers and

Pesticides 1.6423 0.7982 2.4405
4. Dyes, Paints and

Lacquers 1.2669 0.4646 1.7315
5. Drugs and

Pharmaceuticals 1.2973 0.9732 2.2705
6. Soan and Cosmetics 1.0021 0.5179 1.5200
7. Other Chemicals 1.0262 0.4969 1.5231
8. All (Bzlow 100 HP) 1.4026 0.6759 2.0785
9. Above 100 HP 3.8911 0.7362 4.6273

ratio for all units below 100 HP is 2.078 and 4.627 for
units above 100 HP. Capital-Value added ratio for
small scale chemical and related products in the
study by Lakdawala and others is found to be 1.076.3
In the study by Sandesara the capital-output ratio
varies from 3.33 to 2.5 for year 1953 to 1958 and
1.987 in study by Hashim and Dadi." Inorganic
chemicals nced 2.475 units of capital to create one
unit of Gross value added. Drugs and Pharma-
ceuticals needs highest inventory per unit of Gross
value added. Organic chemicals require highest
fixed capital, for a unit of Gross value added least
being, in soap and cosmetics. For units above 100 HP,
3.891 units of fixed capital is required to create one
unit of Gross value added.
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Conclusion

From the above analysis, it is observed that the
growth rate in the sales is generally higher than the
growth rate in employment. But the units in
industrial groups of organic chemicals and drugs and
pharmaceuticals show higher growth in employment
than in sales. The growth in sales is not found to
be correlated to size, but growth in employment is
found to be least among the smallest sizes. It has
also been observed that the growth rates are signi-
ficantly correlated to age of the firms. It may be
concluded that the units above 100 HP are more
capital consuming. The units in middle HP groups
are less capital intensive than units at the extreme
(below 100 HP). Variations are found to exist in the
productivity and the capital intensity among various
groups in chemical industry.
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Over the past several years, comprehensive research
has been carried on, that deal with determinants of
managerial effectiveness. These studies reveal three
major aspects viz.

(i) managerial effectiveness demands intelligence,
decision making, judgement, entrepreneurship
and willingness to accept responsibility, etc.

(ii) there are different types of managers and
their jobs differ greatly from one another in
both qualities and modes of operation.

(iii) the managerial effectiveness is a function of
the complex interaction between ability, moti-
vation and opportunity and the organisational
climate, incentive and reward systems of the
organisation.

As the effectiveness of a manager depends upon
the organisational environment to a great extent and
as functions of managers vary widely depending upon
the level in which they have to function, the
researchers began to focus on the role, the managerial
characteristics coming into play in specific situational
context and specific managerial level. Tools and
procedures are being developed to measure the traits
which are expected to predict managerial effectiveness
at specific level under specific organisational climate.

The procedures or instruments developed in the
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process of research can be classified into two broad

categories—mechanical and clinical. Standardised
tests and inventories fall under the mechanical
methods of collecting data whereas interview,

examiners’ ratings based on behaviour of individuals
in a group are examples of clinical methods of
collecting information. Comparison of the two
methods with reference to their predictive efficiency
shows that predictions derived via clinical combina-
tions of information (no matter how they are gather-
ed) have never yielded more accurate prediction than
those based on mechanical procedure. The best
possible result can be obtained by combining informa-
tion gathered through mechanical and clinical

methods.

The aim of the present study is to investigate the
relationships between two measures of managerial
personality traits, which intend to predict managerial
effectiveness in their own way and each of which
possesses considerable predictive efficiency as proved
through past studies. One of the measures may be
called mechanical while other one may be classified as
clinical. Along with these two, a third measure was
also considered and that was self assessment of
managerial abilities. In recent years self assessment
is gaining increasing attention and researchers are
interested in testing the feasibility of its application
in different situations. Considering these facts self
assessment was taken into account along with other
standard procedures of assessment.

Method

The instruments and procedures

The three measures which were considered in this
study are (a) the Miner’s Sentence Completion Scale
(Multiple Choice Version, 1977); (b) the examiners’
ratings on certain managerial qualities through Group
Task; (c) the self ratings on the same traits based on
the respondents performance in the Group Task.

Miner’s Sentence Completion Scale (MSCS) is a
projective measure developed entirely on the basis of
theory. Each item consists of an incomplete sentence
followed by six suggested answers. All total there are
35 items which measure motivation potential of the
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respondents in areas like (a) Authority figures,
(b) Competitive games, (c) Competitive situation,
(d) Assertive role, (¢) Imposing wishes, (f) Standing
out from group, (g) Routine administration. All
these as per the author constitute the structure of
motivation to manage. A high score in this scale
reflects a positive attitude toward certain aspects of
the management role. Those individuals who have
positive emotion with various role prescriptions which
are identified as characteristic of managerial positions
would definitely tend to meet the existing organis-
ational criteria of effectiveness. This, of course does
not mean that motivational factor alone can deter-
mine a person's performance level in managerial
work. Cognitive factors like Intelligence, Verbal
Ability, Job Knowledge, etc., are definitely important.
But, at the same time the contribution of motivation
cannot be ignored. The test-retest reliabilities of the
entire scale varied from .83 to .90, whereas those of
the seven subscales ranged from .44 to .63 (1977).
The validity of the scale was established by comprising
the average score of managers with that of non-
managers and also by correlating its scores with those
of inventories like Ghiselli’s Self Descriptive Inventory
(1976). Gough's Adjective Check list (1965) and
Kuder Preference Record (vocational) (1960). All the
estimated correlations between the relevant scales
were considerably high.

In addition to Miner’s scale. managerial qualities.
like Leadership, Application/Initiative, Cooperative-
ness, Effective Communication, Mental Alertness and
Planning were assessed through Group Task. As
already noted, in many respects, each managerial
position is unique in demands it makes on ifs
incumbents. Role to be played by individuals with
identical job position can differ considerably from
organisation to organisation. Yet there are some
requirements which appear again and again in great
variety of managerial positions. These may be identi-
fied as common factors which operate scores a great
many managerial positions. Such factors are measured
through Group Task.

In the Group Task, a problem situation is simulat-
ed in an unstructured group consisting of eight to

twelve subjects. Each group/batch had to solve a
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problem as a group within a period of one hour.
Different tasks were given to different batches and
adequate care was taken to keep the difficulty level of
the simulated problem situations comparable.

Three examiners observed the participants during
the entire one hour period and independently rated
them on a five point behaviourally anchored scale
under six different traits. For successful completion
of the task, planning, cooperation, initiative, etc., by
the participants were called for. Analysing the
interactions that took place among the participants,
the examiners rated them on traits mentioned earlier.
It may be noted that the managerial behaviour is not
confined to these six dimensions only as it is multi-
functional and dynamic in nature. But, as mentioned
earlier these six qualities were presumed to occur with
relatively high frequency and across a considerable
range of positions and organisations and that ijs why
they were taken into consideration.

At the end of the task the independent ratings of
the three examiners were added to obtain an average
for each participant separately for each of the six
traits. The raters’ agreement was obtained earlier
with different samples by the authors (1974) and the
reliability values ranged from .60 to .94. The inter-
correlations among the traits were quite high indicat-
ing presence of halo effect or it might be that the
traits themselves were positively related. The validity
of the ratings was tested by the authors through
different studies (1974, 1983) and these indicated that
the ratings were significant.y related with the job
performance as well as with peers’ ratings.

At the end of the group task, a five point rating
scale covering the six dimensions measured through
Group Task was distributed among the participants
and the following instruction was read out.

~ “As you have undergone this exercise, you have
some idea regarding your own level of performance.
Considering the role played by you so far as (a) under-
standing the problem, (b) planning of the steps and
procedure, (c) leading others to arrive at the correct
solution, (d) spirit of cooperativeness shown, (e) the
clarity of communication, and (f) initiative shown

3

during the work, rate yourself on this scale where 5
is the maximum score and 1 is the lowest score. Qur
main purpose is to find out the accuracy of your
judgement. Try to be as objective as possible. This,
of course, will not affect the ratings already given by
the examiners.” The self ratings of the subjects thus
collected were correlated with the averages of the
examiners’ to find out the accuracy of the self assess-
ment. The correlations for different traits varied from
08 to .42 with a median of .28 (1983). The
predictive efficiency of these self assessments with
respect to managerial effectiveness however, were not
verified earlier through any study.

The hypotheses tested through this study
follows :

were as

I. A strong and consistent relation would be
obtained between the various subscales, as well
as the total score of MSCS and the examiners’
ratings on traits like Leadership, Initiative,
Planning, etc. and the total of all ratings.

II. A stronz and consistent relation would be
observed between the examiners’ ratings and
self ratings on the traits considered here.

ITI. Self assessment on the managerial personality

traits would be correlated with the different
subscales, and the total score of MSCS as a
person’s self assessment of their managerial
ability would be affected by their motivation to
manage,

Sample : 184 engineers who applied for the posts
of Management Trainees in a public sector organisa-
tion served as subjects. They were all first class
engineering graduates within the age range of 22-28
years. The job in question was similar to that of first
line managers whose main task is to keep the flow of
production running by a group of skilled workers.

All the subjects had to pass a selection test and
these 184 engineers belonged to the top 25 per cent of
the original group of applicants. The written test
consisted of one General Ability test and the medium
was English. The multiple choice version of Miner's
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Sentence Completion Scale was administered on these
subjects and they were all subjected to Group Task.
On the basis of their performance in the Group Task,
the examiners’ ratings as well as self ratings were
collected following the procedure mentioned earlier.

Results and Discussion
The intercorrelations between seven subscales and

total of the MSCS are presented in Table 1 along with
their means and standard deviations.

PRODUCTIVITY

found to be highly interrelated; it pointed out the
presence of considerable halo effect in the examiner’s
assessment supporting the results of studies conducted
earlier (1974, 1983). Intercorrelations between self
ratings on different traits, however, were not so high
though all of them were significantly different from
zero. It means that though the subjects in general
inflated their rating they did not do so uniformly over
all the traits. The reliabilities of the examiners’
ratings were caculated by using Ebel’s procedure (1957)
and all the values were above .90.

TABLE 1

Significant correlation awong subscales and total of Miner's Sentence Completion Scale along with mean,
standard deviation and maximum possible score

(N=184)
Miner’s Subscales and AF CcG CS AR 1w SOFG RAF Total
Total score score

Authority Figures (AF) —_ == J5% — — 16* - 528
Competitive Games (CG) — — .19+ — — — — 43
Competitive Situations (CS) % [ .19* — 9% — AT - 55*
Assertive Role (AR) == — 195 = .14* 3 o 50
Imp osing Wishes (IW) = == = .14* — - — 5 g
Standing Out From Groups

(SOFQG) .16* — 3 —_ — — — 390
Routine Administrative

Function (RAF) -— — — — — — — B
Total score e i 43% 557 S0 A3 b 33 —_
Mean 1.70 1.45 1.58 .65 32 1.67 3 8.07
Standard Deviation 1.66 1.58 1.39 1.58 1.52 1.18 1.31 4.77
Maximnm Possible score 5 5 5 5 5 5 35

N
*indicates significant at the 5% level
**indicates significant at the 1% level

The subscales were not much related with each
other which is a desirable property of the Miner’s
scale, though each subscale had considerable relation
with the total score. The intercorrelations between
the examiner’s rating and those between self ratings
are presented in Table 2.

The examiners’ ratings based on Group Task were

The intercorrelations between seven subscales of
MSCS, self ratings were examiners’ ratings are present-
ed in Tables 3, 4 and 5. Scrutiny of the results
reveals that magnitudes of the correlation between the
subscales of MSCS and the managerial personality
traits measured through Group Task were not at all
high. Only a few were found to be slightly above the
point of significance.
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TABLE 2

Intercorrelations between the self ratings of the traits and those between the examiners’ ratings of the traits. (The upper

half of the triangle presents the intercorrelations of self ratings where lower half present those of
the examiners’ ratings)

(N=184)
Examiners’ ratings Self Ratings Mean Stand- Maximum
MA  Coop PI Init Lead Com Total ard possible

deviation score
Mental Alertness (MA) —_ 32 33 .29 42 44 67 2.26 .86 1
Cooperativeness (Coop) .80 — 5 .28 .34 .39 62 2.64 .78 5
Planning (PI) .86 .80 - 38 .30 43 66 2.25 88 5
Initiative (Init) 81 .86 .84 - .30 44 .65 2.71 .90 5
Leadership (Lead) 81 .82 -88 -87 e -46 69 2.18 90 3
Communication (Com) .81 .85 .83 .86 .86 — .78 2.60 .85 5
Total 92 92 94 .94 94 .93 — 15.05 4.81 30
Mean 417 4.29 3.76 3.66 3.61 3.90 23.39
Standard deviation 92 92 1.02 98 1.05 1.14 4.16
Maximum possible score 5 5 & 5 - 5 30

All the correlations are significant.

In case of ratings given by the examiners, subscales
like Competitive Situation and Assertive Roles were
significantly related with ratings on Alertness, Plann-
ing, Leadership and Communication. These two
subscales were also related with the total of the
examiner’s ratings. Remaining ones, however, were
not related with any other traits. On the whole it
may be said that the obtained results did not support

the first hypothesis that the subscales and total scores
of MSCS would be strongly related with the
managerial qualities measured by the examiners.

Correlations between self ratings and examiners’
ratings across the traits were mostly significant though
the magnitudes of the correlations were not very high.
Moreover, the magnitude of the correlation between

TABLE 3

Significant correlations between Examiners’ ratings and Miner’s subscales and total score
(N=184)

Miner’s subscales

Examiners’ Ratings

and total score Mental Cooper- Planning Initiative Leader- Communi- Total
alertness ativeness ship cation
Competitive situations — — 14* e .14% - 14*
Assertive role - o = —_ — 5 f g 14
Total score .18* 20%* 20°* L .18* g <1

*Indicates significant at the 59 level.
**Indicates significant at the 19 level.




TABLE 4

Signifieant correlations between self ratings and Miner’s
subscales and total score

(N=184)

Miner’s subscales Self Ratings

- -~ PRODUCTIVITY-

by the examiners and communication as measured by
self. It means that so far as self rating was concerned,
communication was regarded as the most important
of all other traits and hence that had the maximum
correlation with other variables. Another point which
is to be noted here is that there was minimum agree-

and Total score Planning Initi- Leader- Com- Total =~ ment between examiners’ ratings and self rating with
z ative  ship munica- respect to Mental Alertness. It/ might be that the
tion concept was not very clear to the subject and hence
their ratings deviated from the examiners’ ratings
Competitive considerably. - The results, however, did not support
games 15* = = = = the hypothesis that the self ratings on the same traits
Competitive made under similar situation would show ;a high
situations - — 17% b L e T degree of agree:ﬁent with examiners’ ratings.
Standing out from 1.
the group ,18* — - 191 15¢ So far as self -assessments of the traits were
Routine administ- concerned, the subscales like Competitive Games,
rative function == 17* = = = Competitive Situation, Standing out from group,
Total score 2280 - — 17*  .19** Routine Administrative Function were significantly
__ related with Application, Planning, Leadership and
*Indicates significant at the 5% level. Communication respectively. Total of self ratings
**Indicates significant at the 1] level. was significantly correlated with scores on Competitive
TABLE 5
Significant correlations between Examiners’ ratings and Self ratings
(N=184)
Examiners’ ratings Self Ratings
Mental Cooper- Planning Initiative Leader- Communi- Total
alertness ativeness ship cation
Mental alertness —_ .18* .18* ) | P | pons b o P
Cooperativeness —_ 23 2 L JaR o F e B e
Planning —_ 2T JZ5PE 25e* 26" bt B ¥
Initiative .18* 24>+ 30*¢ 28 2§ s .36 41**
Leadership - 254 24¢* 26%* L 30ve 360
Communication .18* .24** a2 2 32 A40** 42%*
Total .14 25% 284 A s 32 38 .40%*

*Indicates significant at the 5%, level.
**Indicates significant at the 1% level.

the self rating and the examiners’ ratings on a parti-
cular trait did not attain the highest value as one
would expect it to be. On the contrary the maximum
value was obtained between each of the traits measured

Situation and Standing out from the group. Hence
the last hypothesis that self assessment of managerial
qualities would be affected by the strong motivation to
manage could not be totally accepted.

®
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Conclusions

Taking the findings as a whole one can conclude
‘that :

(a) Although managerial motivation as measured
by Miner’s Sentence Completion Scale was
found to be related with managerial effective-
ness on different occasions (Miner, 1977) it
was scantly related with the measures of
managerial qualities obtained through Group
Task. These ratings also had considerable
predictive validity with respect to managerial
effectiveness as per earlier studies (Chatterji &
Mukerjee, 1984). Hence, it may be said
that managerial motivation and managerial
qualities though considerably related with
managerial effectiveness, were not related
sufficiently with each other. It further implied
that to judge a subject’s competence for a
‘managerial job, it would be desirable to assess
“motivation to manage” and the “qualities
required to manage” simultaneously and the
prediction should be based on these two
measurements. Of course, there is nothing
new in this observation as it is well known that
motivation to manage and qualities required to
manage are two distinct and unrelated con-
cepts and one cannot be a substitute of the
other; but in practice often a single instrument
or procedure measuring one of these concepts
is used to predict managerial effectiveness
without paying attention to other variable
which is equally important in this context.
The present study highlighted this point though
indirectly.

(b) As already mentioned self rating is gaining
attention in recent times and researchers are
interested in analysing its basic qualities and
in probing into its possible utilisation. Self
rating showed varying predictive validity in
studies conducted by Wagner (1973), Ference
(1975), Edward and others (1977), Heneman
(1974), De Nisi and Shaw (1977), etc. - lts
relation with motivation t& manage as revealed
_through the present study was not very much

different from that - of examiners’ rating.
Total of self rating was significantly correlated
with subscales like Competitive Situation and
Standing out from the group, though - the
magnitude of the correlation was low. It
points out that those who possessed pleasant
feeling with the role prescription of managerial
work did not inflate their own managerial
qualities to a great extent.

(c) Finally, it is felt necessary to investigate the
predictive efficiency of self-rating obtained on
the basis of Group Task; if it is found to have
significant relation with managerial effective-
ness one can consider the possibility of adding
one more variable to the set of predictor
variables to forecast the complicated nature of
managerial effectiveness.
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Introduction

Any manager in a responsible position in an
organisation is concerned about efficiency, producti-
vity and effectiveness of his department, unit or the
total organisation. The question that arises is
whether only efficiency and productivity should be the
concern of the manager and whether efficient and
highly productive units are sufficient to make an
organisation effective. Effectiveness has been defined
as a multi-dimensional phenomenon which encom-
passes not only productivity but the quality of
management, the efficiency with which it utilises its
resources in terms of money, material and manpower
and the manner in which it copes with external
influences of the Government and Unions.

This study, couducted in several units of one
public and one private sector service industry high-
lights that financial performance can be good inspite
of overtly ineffective systems within the organisation
and that effectiveness of an organisation is not
necessarily a function of systems and processes existing
in the organisation. This paper demonstrates that
behaviour of people within the organisation, impact
of the environment et al also influence the performance
of an organisation.

Methods of Measuring Effectiveness

A review of available literature on effectiveness
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reveals that there is no single definition of organi-
sational effectiveness nor is there a singlegroup of
foctors which can be called predictors or measures of
effectiveness as there are in the case of job satisfaction,
work motivation or job involvement. However, there
are different approaches used by behavioural scientists
to measure effectiveness and these are briefly
described :

(i) Goal Approach

This approach, used by Price! and Campbell® to
name a few, states that an organisation is effective if
it achieves it goals. This method is used to measure
effectiveness of organisations in which goals are clearly
defined and can be directly related to an organisation’s
output.

(ii) System Resource A pproach

Argyris,3 Yuchtman & Seashore* and Molnar &
Rogers’ are some of the social scientists who have
used this approach. This model is used when there
is a positive relationship between what the organi-
sation produces and the resources it receives. The
effectiveness of the organisation is measured by the
efficiency with which it acquires the resources required
for its operations.

(iii) Internal Processes Approach

An organisation is said to be effective under this
approach when the internal processes or functioning of
the organisation is smooth. This model has been used

T e R

1. Price, James L. “The Study of Organisational Effective-
ness” Sociological Quarterly, 1972, 13 pp. 3-15.

2. Campbell, J.P., ‘‘On the nature of Organisational Effective-
ness” in P.S. Goodman & J.M. Pennings, Eds. New
Perspectives on Organisational Effectiveness, Jossey-Bass
1977 pp. 13-55.

3. Argyris C., “Integrating the Individual and the Organis-
ation” : John Wiley & Sons, Inc. 1964.

4. Yuchtman E. Seashore S.E. “A System Resource
Approach to Organisational Effectiveness’. Administ-
rative Science Quarterly, Vol. 32, 1967, pp. 377-395.

5. Molner J.J. & Rogers D.S. “Organisational Effectiveness:
An empirical comparison of the goal and system resources
approach.” Sociological-Quarterly, 1976, 17 pp. 401-413.

l
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by Bennis,® Likert’ and is b.ppropriate when the-
internal processes of an organisation are closely
associated with what the organisation produces.

|

(iv) Strategic Constituencies Approach

The extent to which an organisation responds.
to the demands and expectations of its “‘strategic
constituencies” or the people who have a stake in the
organisation measures the effectiveness of an organi-
sation. This model is used when external constituen-
cies have a powerful influence on the organisation’s
operation. Cameron® is ong of the social scientists.
who has this approach.

All these models have their advantages and
disadvantages and an appropriate model has to be
selected, depending on the obiectives of the Study.

It is not possible to review all the literature avail-
able on organisational effectiveness here. However,
for all the studies, different factors have been used as
predictors and measures of effectiveness. There is no
consensus on these factors and, depending on the
objectives of the organisation and the study, various
factors were selected.

The Study

For this study, a model was developed. (Fig. 1).
As can be seen from the figure, structure, process,
policy, behavioural and environmental factors were-
selected as predictors of effectiveness. Eight other
factors were selected as measures of effectiveness.
The objectives of the study were to determine :

(i) Factors which contribute to effectiveness of
the organisations studied,

(ii) Factors which account for the difference in

6. Bennis W.G, “Towards a ‘truly, scientific management.
The Concept of Organisational Health”. General Systems
Yearbook 1962, 7, pp. 269-282.

7. Likert R. “The Human Organisation : 1ts Management &
Values” McGraw Hill, New York, 1967.

8. Cameron, Kim §S. “dritical Questions in Assessing
Organisational Effectiveness™. Organisational Dynamics,
Autumn, 1980, pp. 66.
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STRUCTURAL FACTORS

BEHAVIOURAL FACTORS
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ENVIRONMENTAL FACTORS

1. Levels of hierarchy
2. Degree of centralization

JOB INVOLVEMENT
+

1. Influence of Government
2. influence of Unions

PROCESS FACTORS

1. Control
2. Adaptability to change LEADERSHIP
¥ unicatio:
gt e |
4. Participation in decision

making
5. Goal Congruence

MOTIVATION

I

[ &
2. Structure 2. Profits

POLICY FACTORS 3. Responsibility 3. Return on investment
1. Recruitment & promotion 4. Warmth 4. Turnover
2. Training & Development N 5. Support 5. Room occupancy
3. Long Range Planning 6. Standards 6. Customer evaluation
4. Performance Appraisal 7. Conflict 7. Manpower turnover
5. Reward/Punishment System 8. Identity 8. Absenteeism

+
ORGANISATIONAL _I ORGANISATIONAL
CLIMATE EFFECTIVENESS
1. Risk Achievement of goals

Fig. 1 Theoretical Model for Predicting Organisational Effectiveness

performance of the public sector and private
sector organisation studied.

Method of Data Collection

A multiple-choice questionnaire was prepared to
measure each one of the factors selected. This
questionnaire was personally administered to 276
respondents, 138 each in the public and private
sector,

Of the eight indices of effectiveness, achievement
of objectives could not be quantified because objectives
of the organisations studied were not in terms of
figures. Profits, turnover, room occupancy and
manpower turnover data was available for three
years for both the organisations. Return on invest-
ment was computed in a different manner in public
and private sector and since base data from which
the ratio was obtained was not available, Return on
Investment figures could not be wused. Customer

evaluation was obtained by means of a questionnaire
administered to persons staying in the units. This was
quantified in terms of percentage satisfaction with the
unit. Absenteeism for management staff both in
public sector and private sector was negligible.

For the analysis, three indices of effectiveness were
computed—Financial Index, Customer Index and
Composite Index for each unit. The Financial Index
consisted of profits and turnover per room, the
Customer Index consisted of customer evaluation and
room occupancy and the Composite Index consisted
of the Financial Index, Customer Index and man-
Power turnover. Based on these indices, the units were
ranked in term of performance.

Analysis of Data

To achieve the objectives of determining factors
which contribute to effectiveness and factors which
differentiate between public and private sector service
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organisations selected, two sets of analysis were con-
ducted. Multiple regression, 2 technique for deter-
mining relationships between two sets of factors, was
adopted between the predictors of effectiveness and the
measures of effectiveness. To determine factors which
accounted for the difference between the organisations
selected, discriminant function analysis was performed.

Data for all factors stated in Figure 1 was collected
from 276 respondents by guestions designed to
measure each factor. However, certain factors such
as levels of hierarchy, degree of centralisation, long
range planning, which could not be quantified were
pot included in the questionnaire. Data on these
factors was obtained directly from the organisation.

Individual scores were computed for each factor.
1t is possible that a relationship exists between some
of the predictors of effectiveness selected and hence
they could be grouped under a few headings. Therefore,
instead of regressing all the predictor variables with
the indices of effectiveness, it would be more meaning-
ful to determine relationship with the groups and
effectiveness indices. This process of clustering a
aumber of variables into smaller groups is known as
factor analysis.

When data was thus factor analysed, six groups of
factors emerged as predictors of effectiveness. These
were titled Managerial Style, Decentralisation, Leader-
ship Style, Risk-taking Ability, Adaptability to Change
and Communication. These six factors and Job
Involvement, which was measured separately, using
Agarwala’s° inventory, were used for further analysis.

Results

Multiple Regression Analysis

Step-wise multiple regression analysis was com-
puted separately for public sector and private sector.
The regression was run between the seven independent

9, Agarwala, Umesh., “Measuring Job Involvement in
India”—Indian Journal of Industrial Relations, Vol. 14,

No. 2, 1978, pp. 219-231.
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variables and financial index, customer index and
composite index as dependent variables to determine
if any of the seven variables selected could be regarded
as predictors of effectiveness. Two sets of ratios were
computed, one using standard regression method and
the other by the hierarchical method. In the
standard regression method, each variable 1is
treated as if it has been added to the regression
equation in a separate step after all other variables
have been included. The test for ‘B’ the standard-
ised regression coefficient would then reflect
only the direct relationship between the independent
variable and the dependent variable. The hierarchical
method involves adjustment for all the variables which
have preceded a given variable and therefore reflects
the total effect of this independent variable on the
dependent variable. Thus the ‘F’ ratios obtained by
the two methods are slightly different.

Public Sector

In public sector, none of the independent variables
were significantly correlated with the financial index
of effectiveness (See Table 1 on next page).

This implies that it may not be the structure,
process, policy or behavioural factors which make the
public sector organisation selected profitable or
increase its sales and revenue. The findings indicate
that profits and sales do mnot depend on how the
organisation functions or how the people within the
organisation work because irrespective of the processes
within the units, the organisation did effect sales and
make profits. This is possibly because the organisation
has “assured business” which does not come asa
result of employees’ efforts. A major portion of this
public sector organisation’s income is from employees
of other public sector organisations who, when visiting
Delhi on tour, are bound by their organisation’s rules
to stay in a certain public sector hotel depending on
their seniority.

These people, therefore, do not have the choice of
staying in a unit which gives them maximum satisfac-
tion but have to stay in a unit as per their entitlement.
This is possibly one of the reasons why the financial
index is not predicted by the variables selected.
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TABLE 1
Multiple Regression with Financial Index of Effectiveness for Public Sector

Multiple R R Square Beta F F
(Standard re- (Hierarchi-
gression method)  cal method)
Leadership Style 204 .042 —0.180 1.793 245
Management Style .256 .066 0.235 1.437 1.41
Job Involvement .286 .082 —0.106 0.627 0.94
Decentralisation 297 .088 0.0%90 0.410 0.37
Adaptability to change 306 .096 —0.90 0.341 0.35
Risk-taking ability 313 .098 —0.086 0.250 0.24
Communication 313 .098 0.017 0.013 0.13

Number of cases 61 df 1 & 53

Sinha’s!® study has also demonstrated that in public
sector organisations nobody gets affected if there is a
loss and mismanagement and hence there is no
compulsion to work. Asa result, there is no relation-
ship between employees’ efforts and productivity.

using the hierarchical method. (Table 2 below) :

The variation explained by the Management Style
is 67, and Decentralisation another 7%. The custo-
mer index constitutes customer evaluation and room

TABLE 2
Multiple Regression with Customer Index of Effectiveness for Public Sector

Multiple R R Square Beta F F
(Standard re-  (Hierarchi-
gression method) cal method)
Management style .240 .058 —0.442 5.429+* 3.64
Decentralisation .358 128 0.294 4.707* 4.44*
Risk-taking ability 374 .140 0.136 0.663 0.72
Job Involvement .386 .149 0.091 0.500 0.60
Adaptability to change 394 155 0,089 0.363 0.37
Communication 397 158 —0.060 0.170 0.17
Leadership Style .399 .160 0045 0.121 0.12

*Significant at .05 level for 1 & 53 df Number of cases 61

The customer index of effectiveness was found to be
significantly correlated with Management Style and
Decentralisation in the public sector by the Standard
regression method and with only Decentralisation

10. Sinha J.B.P., Some Problems of Public Sector Organis-
ations, National, Delhi, 1973,

occupancy, both of which are indicators of a client’s
satisfaction with a unit. In a hotel industry, a client’s
satisfaction depends a great deal on the service he
receives in a unit. Only when a client is satisfied with
the service would he like to return to the hotel. The
service provided by a unit depends on the efficiency
and efforts of the unit managers. In a unit where the
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Management Style is positive, that is, where the unit
manager encourages his managers to be participative,
innovative and creative, clearly defines their jobs and
responsibilities, the morale of the manager is likely to
be high. Pestonjee’s!! study has shown that morale
of the managers is influenced by fair policies,
behaviour of the supervisor, decision-making authority
and a sense of worth in the organisation. Roy!? has
demonstrated that good communication, leadership
style and participation in decision-making contribute
to effectiveness. The manager would, then, perform
well and give of his best to the organisation and its
clients. When there is de-centralisation, he would also
have the authority to take decisions at his level and
meet with guests’ requirzmsnts promptly. This
explains the significant relationship between customer
index and Management Style and Decentralisation.

Finally, when regression analysis was done using
the composite index of efectiveness, again none of the
predictor variables were found to be significantly cor-
related with the index (Table 3 below) :

| PRODUCTIVITY

The composite index comprises of financial index,
customer index and manpower turnover. The result
implies that manpower turnover, like the financial
index, is not dependent on the| variables selected.
Instead, it is possibly a function of some other vari-
ables like the social set-up of the organisation.

In the public sector organisation szlected, managers
were mostly middle-aged, who had come up from the
ranks and acquired their present p'ositiOn by virtue of
seniority rather than ability.

These managers had got used to a particular style
of working with which they were comfortable. Not
too many work demands were made on them and
irrespective of their performance their job was secure.
The salary scales in the public sector organisation
selected compare fairly well with those in the private
sector covered by this research, particularly at middle
management level and hence there was no incentive for
the older managers in public sector to leave a secure
job. Therefore, most of the managersin the public

TABLE 3

Multiple Regression with Composite Index of Effectiveness for Public Sector

Multiple R R Square Beta F F

(Standard re- (Hierarchi-
gression method) cal method)

Decentralisation 232 .054 0.242 2.964 3.158

Leadership 257 066 —0.105 0.620 0.688

Management Siyle 274 075 —0.098 0278 0.545

Job I[nvolvement A .076 —0.024 0.022 0.033

Communication .276 076 —0.024 0.026 0.025

Risk-taking ability 276 076 0018 0.011 0.011

Number of cases 61 df 1 & 54

11. Pestonjee D.M. “A Study of Employees’ Morale & Job
Satisfaction as related to Organisational Structures’.
Unpublished PH.D. thesis. Aligarh Muslim University,
Aligarh, 1967.

12. Roy S.K. ‘“‘Management in India : New Perspectives”,
Meenakshi Prakashan, Meerut, 1974.

sector were content with their present status and did
not want to leave unless they were offered a very big
difierence in status and salary. Organisational or
job-related factors were not very important to manager
in this public sector organisation. It is the security
this public sector organisation offered and the status a
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public sector officer/manager has in society because
of which employees were reluctant to give up their
job. This is possible the reason why manpower turn-
over in this public sector organisation was low and
not correlated with organisational factors. Sihna’s!3
study has also demonstrated that 669, managers in
public sector wanted to change jobs compared with
only 507; in private sector. However the public
sector managers seeking a change wanted to join
another public sector organisation only because of job
‘security and a ‘relaxed working climate’ there.
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Private Sector

In the private sector hotel none of the factors were
significantly correlated with the financial index of
effectiveness by the standard regression method
though Job involvement was found to signi-
ficantly correlated using the hierarchical method.
(Table 4) :

Exactly the same results were obtained in correla-
tion with Customer Index (Table 5 below) : and

TABLE 4
Multiple Regression with Financial Index of Effectiveness for Private Sector

Multiple R Square Beta F F
R (Standard  (Hierarchi-
regression cal .
method) method)
Job Involvement 0.212 .045 —0.168 2.802 4.76*
Decentralisation 0.284 .081 —0.179 3.229 3.81
Risk-taking ability 0.318 .101 —0.190 3188 2.14
Adaptability to change 0.355 126 0.162 2.608 21
Communication 0 359 .129 0.078 0.256 0.256
Leadership Style 0.362 .131 0.056 0.323 0.213
Management Style 0.366 134 —0 068 0.322 0.319
*Significant at .05 level for 1 and 93 df.
TABLE 5
Multiple Regression with Customer Index of Effectiveness for Private Sector
Multiple R Square Beta F F
R (Standard (Hierarchi-
regression cal
method) method)
Job Tnvolvement 228 .052 —0.188 3.523 5.60*
Decentralisation 291 .085 —0.171 2.968 3.49
Risk-taking ability .328 107 —0.204 3.715 2.44
Adaptability to change .367 .134 0.168 2.851 290
Leadership Style 313 139 0.077 0.609 0.53
Communication .376 141 0.069 0.374 0.22
Management Scyle .378 143 = =0:052 0.189 0.19

*Significant at .05 level for 1 and 93 df,

13. Ibid.
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Composite Index (Table 6 below) :
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TABLE 6

Multiple Regression of Composite Index of Effectiveness for Private Sector

Multiple R Square Beta F E
R (Standard (Hierarchi-

regression cal
method) method)

Job Involvement 220 .048 —0.177 3,120 5.14*

Decentralisation ,288 .083 —0.176 3.125 3.68

Risk-taking ability 322 .103 —0.196 3.427 207

Adaptability to change 361 .130 0,165 2.724 2.805

Leadership Style 365 .133 0.965 0.439 0.3522

Communication .368 136 0.074 0.425 0.2273

Management Style 372 ,138 —0.061 0.261 0.2583

*Significant at .05 level for 1 & 93 df

This implies that whether effectiveness was TABLE 7

measured in terms of profits and turnover, customer
satisfaction or manpower turnover, it was the extent
to which a manager was involved in his job that
contributed to effectiveness. By definition, a job-
involved person has a strong desire to be at work, is
willing to exert himself to scope with the demands of
his job and experience his work activities as rewarding

(Agarwalal?).

In the private sector organisation, managers were
required to work odd hours depending on the demands
of their clients. In such a job, unless a person is fully
involved, he would not be able to cope with the
demands made on him. This explains the relationship
observed between job involvement and the three indices
of effectiveness.

It may be added here that in the private sector
organisation selected, about 14% of the variation in
the customer index and composite index was explained
by all the seven variables acting jointly at .05 level of
significance.

Discriminant Function Analysis (Table 7)

In order to determine the relative effectiveness

PE—

14. TIbid.

Table showing step-wise discriminants fanctions analysis
between most effective and least effective unit

Step Variable Entered F-Value
No.

1. Adaptability to change 23.65%*
2. Decentralisation 0.44
3. Management Style 0.39
4. Job Involvement 0.19
5. Risk-taking Ability 0.02

**Sjgnificant at .01 level.

of the units studied, their indices of effectiveness i.e.
profits, turnover, occupancy were ranked in order
of performance. A composite index of efiectiveness
was then computed for each unit by summating the
ranks. The most effective unit was in the private
sector and the least effective in the puplic sector. To
determine which of the seven predictor variables
accounted for differences between the private and
public sector units selected a discriminant function
analysis was carried out. Only one factor, namely,
Adaptability to Change, discriminated significantly.
between the two types of organisations.




Therefore, it may be deduced that the difference in
effectiveness between the public and private sector
-organisations selected was explained by the manner
in which they adapted to change in the environment.

Change is effected in an organisation as a function
of many factors. Firstly, the organisation must have
a profitability and viability motive. If an organi-
sation has to be profitable, it must produce to the
requirements of its clients and at a minimum possible
cost. This implies that the ‘best’ should be made
available to the client for him to choose the organi-
sation’s product in preference to those offered by other
organisations. The public sector organisation selected
did not have profit as its main objective. They had
other social welfare objectives which may not
necessitate change. At the same time, a substantial
percentage of this public sector organisation’s clients
were required by rules of their company to avail of
services of public sector units only. This security of
an assured business and clientele considerably reduced
pressure on this public sector organisation to change.
On the other hand, the private sector organisation
studied made a continuous effort to “woo” clients
away from competitors by offering them something
new and different,

Secondly, in certain profit-oriented, progressive
organisations, managers are evaluated by the number
and quality of changes they have brought about for
improvement or by the innovations they have thought
of and introduced into the organisation. In most
public sector organisations, again, this culture does
not exist. It is enough to perform one’s routine job
satisfactorily. Reward are based normally and
preponderantly on seniority and seldom on such
criteria as ability to bring about change and innova-
tion. Therefore, managers do not need to attempt
changes. In most private sector organisations,
however, a manager’s evaluation is based not only on
how well he performs his job, but on how capable he
is of improving upon his Jjob. This means that the
manager has to be continuously in quest of better,
modern and more efficient ways of working. Another
social force working within public sector organisations
is that of the Unions. The public sector organisation
studied has a powerful union which has considerable
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influence in the functioning of the organisation. Thus,
unless these unions are amenable to change, it would
not be possible to bring it about in the organisation.
Besides the above, the bureaucratic set-up in public
sector organisations is in itself an impediment to
change. The time lag between awareness of the need
for change and actual implementation of change is so
great that by the time the change is introduced it is
probably out of date. In private sector, if the sitna-
tion warrants, change is brought about immediately
without going through the total decision making
procedure. Therefore, in public sector, adaptability
to change is low or non-existent because of the system
and the social forces within the organisation. This
explains the difference in effectiveness of the public
and private sector organisations studied. A recent
study by FORE'S has also demonstrated that one of
the process factors contributing to effectiveness s
ability to cope with environmental changes.

Conclusion

This study has again demonstrated that there is
no standard formula to measure effectiveness of
organisations. Depending on the objective of an
organisation, different sets of factors need to be
considered as predictors of effectiveness. It can also be
observed from this study that factors such as profits,
turnover etc, which are regarded as measures of an
organisation’s success or productivity are not affected
by the structure, process, policies and behaviour of
people within the organisation, particularly in the
public sector. Thus, an organisation may show high
profits and turnover and yet not have proper systems,
policies and processes. By the same token, an
organisation may not appear to be highly productive
and efficient and yet have good policies and high
satisfaction among its employees. Therefore, in order
to make an organisation efficient, productive and
effective, it is essential to define clearly what its
objectives are, what kind of policies it wishes to adopt,
how it plans to cope with changes in its environment,
the government or the unions. The totality of factors

I5. FORE: ‘A Study of the Indicators & Processes of
Effectiveness Management”, Report on Phase I, 1984,

NPC Research Section*

Steel making is, perhaps, one of the oldest
industries in India, Modern steel making technology

the Tata Iron and Steel Company. Despite that the
modern steel industry has a long history in India, its
growth in recent years could not be treated as
exemplary when evaluated based on any reasonable
index of performance, more so when compared to
other Asian countries like Japan, Republic of Korea
and People’s Republic of China, not to speak of the
achievements of European nations like Federal
Republic of Germany, France, UK etc,
United States.

The erowth in stee] Anmarsdey 3o oo o

came to India about 75 years ago with the advent of

and the

TABLE 1
Capacities of Integrated Steel Plants (1986-87)

Plant Before on going After
Expansion Expansion
Crude Saleable Crude Saleable
Steel Steel Steel Steel
Bhilai 2.50 1.965 4.0 3.153
Bokaro 1.70 1:355 4.0 3.156
Durgapur 1.60 1.239 1.6 1.239
Rourkela 1.80 1225 1.8 1.225
IISCO 1.00 0.800 1.0 0.800
TISCO 2.16 1.740 2.16 1.749




PRODUCTIVITY IN INDIAN IRON AND STEEL INDUSTRY

395
TABLE 3
Capacity Utilisation of Saleable Steel (Percentage)
Year Bhilai Durgapur Rourkela Bokaro IISCO TISCO
1980-81 93 48 80 43 65 89
1981-82 93 63 89 75 61 92
1982-83 94 66 81 78 62 93
1983-84 80 49 70 65 55 94
1984-85 90 50 83 74 48 98
1985-86 89 58 82 87 63 102
1986-87 86 61 93 83 66 110
(Estimated)
Source : Based on Production and Capacity data of the respective plants.
TABLE 4
Summary Working Results of Integrated Steel Plants
1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
Gross Margin as Percentage of
Capital Employed
SAIL 8.75 8.76 6.74 2.08 9.97 15.33 12,23
1ISCO 1.28 (—) Ve (—) Ve 4.71 (—) Ve (—) Ve (=) Ve
TISCO 30.84 29.12 18.81 11.75 29.61 34.41 21.68
Gross Profits as Percentage of
Capital Employed
SAIL 4.70 5.54 0.63 (—) Ve 6.27 10.62 7.89
IISCO (—) Ve (=) Ve (—)Ve - (—) Ve (—) Ve (—) Ve (—) Ve
TISCO 25.02 23.54 10.14 3.60 20.08 25.72 13.26
Earnings as Percentage
of Sales
SAIL 0.05 1.48 {—) Ve (=) Ve 0.11 3.56 1.23
1ISCO (—) Ve (—) Ve (—) Ve (=) Ve Ve ) Ve (—) Ve
TISCO 513 5.88 3.95 2.60 4.63 7.12 2.28

Source : Based on consolidated Annual Reports of the respective companies.

ignificantly higher i.e. 34.4 per cent.

during the same year. During 1985-86 while SATL the interaction of the performance of the factor inputs,
ecorded a margin of only 15.3 per cent. TISCO's was their market costs and prices of the product. The
; major factor inputs in steel making could be identified

as labour, raw-materials and energy. For the purpose
The working results of any undertaking arise from of analysing the major reasons behind the dismal
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financial performance of the public sector steel mills,
the labour productivity performance ratios are
computed and analysed in this study. Some inter-
national comparisons, also, are attempted in this
study.

Labour Productivity Ratios

The Indian steel mills, currently, are arriving at
labour productivity ratios for the purpose of annual
bonus payments. Two types of ratios are, usually,
computed in the case of steel mills i.e. ingot (tons) per
man year and saleable steel (tons) per man year. The
available data for years 1980-81 to 1986-87 are given
in Table-5. It shows that the levels of labour
productivity in Durgapur and Rourkela are unsatis-
factory when compared to others. Although, among
the public sector plants, Bhilai and Bokaro show better
ratios, they may also be treated as unsatisfactory due
to the fact that these two plants employ a later

' PRODUCTIVITY

technology when compared to TISCO. Over the
years whereas TISCO’s labour productivity ratio
shows moderate rates of growth, those in the case of
public sector plants do not show any definite upward
trend. The ratio recorded by the public sector plants
could at best,, be treated as stationary if not declining.

Value based labour productivity ratios were also
arrived at in order to understand the impact of labour
contributions on the financial performance. The
details of the computations are given in Appendices
1-4. For these computations, two alternative concepts
of output are utilised viz. value of production (income)
and value added both at current market prices and
at 1980-81 base prices. Value of production
(Appendix-1) and the value added (Appendix-2) at
1980-81 base prices are arrived after deflating the
respective values at current prices by the Index
Number of Wholesale prices of total (Ironm, steel and
alloys) after bringing the series at 1970-71 base to

TABLE 5

Labour Productivity in Integrated Steel Plants (Production/man year) (Tons)

1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87

Bhilai : Ingot* 61 63 63 55 61 58@ 55@
Saleable Steel 30 31 31 28 33 35 NA
Durgapur : Ingot* 26 34 35 31 28 33 35
Saleable Steel 19 24 27 21 NA 22 23
Rourkela : Ingot* 41 42 40 38 39 41 39
Saleable Steel i 30 28 26 35 27 31
Bokaro: Ingot* 37 63 62 55 60 59 60
Saleable Stecl 20 34 35 28 33 35 35
1ISCO: Ingot* 31 30 30 25 20 27 26
Saleable Steel NA NA NA NA NA NA NA
TISCO: Ingot* S5t 56 58 58 61 62 66
Saleable Steel NA NA NA NA NA NA NA

* Production of ingot steel including equivalent of saleable Pig Iron assuming 1 ton of saleable pig iron equal to 0.25 of ingot
steel divided by total number of personnel in position including those in Administration.

@ Inclusive of manpower employed in expansion projects.

Source - 1. Statistics for Iron & Steel [ndustry in India—7th Edition.

2. Unpublished Statistics from SAIL.
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1980-81 base (Appendix-3). Two alternative concepts the Consumer Price Index for Industrial Workers after
of labour input have been utilised in this context viz. bringing the series at 1960 base to 1980-81 base
employment and total emoluments. Employment is (Appendix-3).

net of those in expansion projects (Appendix-4). Total

emoluments at 1980-81 base Costs are arrived at The labour productivity data, thus arrived at, are
through a deflation of the values at current prices by presented in Table 6. The impressions based on

TABLE ¢

Value Based Labour Productivity Measures for the Integrated Steel Plants in India

1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
Value of Production per
Employee (Rs. *000)
(at current prices)
SAIL 119.3 149.1 168.2 149.1 189.7 2329 238.4
IISCO 58.4 72.8 157 74.1 71.2 99.7 113.4
T«SCO 140.8 183.3 200.8 2234 283.7 336.5 353.5
Value of Production per
Employee (Rs. *000)
(at constant 1980-81 prices)
SAIL 119.3 122.% ' 118.5 97.7 111.5 117.6 119.7
1ISCO 58.4 59.8 53.4 48.5 41.9 50.4 56.9
TISCO 140.8 150.6 141.5 146.4 166.8 170.0 1775
Value added per emplo yee
ar current prices (Rs. *000)
SAIL 334 43.6 43.7 2.1 41.7 60.0 51.8
11SCO 16.2 16.3 —) 233 13.5 13.7 10.3
TISCO 50.9 77.0 75.7 74.6 105.4 125.5 118.2
Value added per employee at
1980-81 prices (Rs. *000)
SAIL 334 35.8 30.8 17.8 24.5 303 26.0
1ISCO 16.2 13.4 — 152 8.0 6.9 5.2
TISCO 50.9 63.3 333 48.9 61.9 63.4 59.4
Value of Production per Re.
of Total Emoluments
at current prices (Rs.)
SAIL A 8.23 7.90 6.67 1.74 8.53 7.66
1ISCO 313 4.21 4.19 3.46 3.00 3.96 4,16
TISCO 5.62 6.30 596 5.29 6.31 6.37 6.34
(Contd.)
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TABLE 6 (Contd.)

1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986 -87
Value of production per Re.
of total emoluments
at 1980-81 prices (Rs.)
SAIL 7.51 7.60 6.74 5.96 6.60 6.66 6.46
11SCO 373 3.89 3.58 3.10 2.56 3.09 351
TISCO 5.62 5.82 5.09 "4.90 5.38 4.97 5.35
Value added per Re. of
Total Emoluments
at current prices (Rs.)
SAIL 2.10 2.40 2.05 1.21 1.70 2.20 1.66
IISCO 1.04 0.94 - 1.08 0.57 0.55 0.38
TISCO 2.03 2.65 2.25 1.83 2.35 2.38 2.12
Value added per Re.
of total emolumen Is
at 1980-81 costs (Rs.)
SAIL 2.10 2,22 1.75 1.08 1.45 172 1.40
1ISCO 1.04 0.87 =2 0.97 0.49 0.43 0.32
TISCO 2.03 2.45 1.92 1.64 2.00 1.86 1.78
Note ; For Sources and explanatory notes see text.

physical productivity presented in Table 5 are duly
reflected in the productivity measured by value of
production at 1980-81 base prices per person i.c. while
the performance of TISCO has been improving that of
SAIL is stagnant and lie below that of TISCO. The
performance of public sector plants deteriorated
rapidly when productivity is measured in terms of
value added at 1980-81 prices per person. Not only
the figures of SAIL lie for below that of TISCO, there
are visible trends of over time deterioration in the
levels.

Labour productivity ratio measured in terms of
value of production per rupee of emoluments at
1980-81 base prices showed some what a little different
picture. In this case SAIL plants registered higher
performance ratios when compared to TISCO, but
over the years the ratio seemed to have declined in
the case of both SAIL and TISCO. However, the
deterioration. was discernibly higher in the case of
both SAIL and TISCO, when productivity is measured

in terms of value added at 1980-81 base prices per
rupee of emoluments. While TISCO suffered moderate
losses in the case of this ratio, SAIL ptants seemed to
have suffered quite severely. The difference between
productivity measures based on the output concepts of
value of production and value¢ added represents the
impact of purchased inputs like energy, raw materials,
semis and finished products, stores & sparesetc. It
is clear that both the groups of plants viz. SAIL and
TISCO suffered heavily on account of the deteriorating
dtrect input productivity; the impact being much
severely felt in the case of SAIL plants when compared
to TISCO.

Real Wages i

The cost of labour per person in real terms seemed
to have increased moderately in the case of both
public and privatg sector plants. The incidence of the
cost rise appeared to be much higher in the case of
TISCO (Table-7). It is also important to note that
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brought out that the ex-works prices of select cate-

* FICCI, Background paper for Workshop on “Towards
Cost Competitiveness™, New Delhi 7th August, 1987
(Mimeographed) p. 8.

* Ibid. p. 9.
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TABLE 7
Total Emoluments per Person (Rs. 000) in Integrated Steel Plaunts
Sy
1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
At current costs
SAIL 15.9 18.1 21,3 224 24.5 27.3 3.3
1ISCO 15.7 17.3 18.1 21.4 237 25.2 272
TISCO 25.0 29.1 33,7 40.7 44.9 52.8 390
At 1980-81 costs
SAIL 15.9 16.1 17.6 16.4 16.9 174 18.5
IISCO 15.7 15.4 14.9 15.7 16.3 16.3 16.2
TISCO 25.0 259 27.8 29.9 31.0 34.2 33.2
Note : For sources and explanatory notes see text.
during any year, TISCO’s labour cost seemed to be TABLE 8
60- er cent higher in compari i
(l) 80 per cen higher in ¢ mparison to those in SAIL Differential between International and Indian prices of
plants. certain steel products
Some International Camparisons Item International Indian Difference
0 prices (FOB) prices between
It w‘m‘xld be uf',eful, at this Jm?cture, to know the (Feb. 20, indisn and
productivity of Indian Steel worker in relation to their 1956) International
counterparts elsewhere in the world. Among others, (Rs./ton) (Rs./ton)  prices (%)
labour productivity determines the competitiveness of
Indian steel output in the international market. Tin bars
Steel bars } 2745 5080 85
: : . Seamless bars
Studies revealed that “Indian Price (without freight
: i Unequal angles and
cuty, steel equalisation levy, steel development fund Hectinga 2730 6140 125
levy, engineering export : [ s Whl.ch toget-her St 2730 6140 125
form 30 per cent of the Joint Plant Committees’ prices S o e yhe
for the individual items) were 85 (tin bars, sheet bars i
: Plates 5-10 mm &
and seemless bars) to 153 per cent (unequal angles and " a3 S S
sections) higher than the international prices (FOB) e "
g " 7
prevailing in the European market™*. (Table-8). The Chequc_rcd e e i 44
position was different some yearthack. “The Mehtab  CR Coils gt e 15
Committee (1966), the Marathe Committee (1974) GP Coils 3960 9113 130
besides the Com nittee on Public Undertakings have
- & Source : FICCI, op. cit., pp. 8-9.

gories of steel were lower in India compared to prices
in USA, Japan etc’’.

A UNIDO study has found out that investment
cost per tonne of steel capacity created in developing
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countries is twice the cost in industrialised countries.*
The investment cost per tonne of steel on a green field
site in developed countries was estimated at US § 700-
1000 per tonne in 1970s when a corresponding sized
plant was costing US $ 1170 per tonne elsewhere. If the
size of the plant was small cost would be higher at
US $ 1700 per tonne@. It should be remembered that
the output of SAIL units, taken together, was found
to be well below 25 per cent of the largest steel pro-
ducer, NIPPON Steel in 1981. The production of

TABLE 9

International Comparisons of Labour Prodsctivity in Steel
Industry (Value added per person in US§)

Countries 1973 1975 1980

U.S.A. 18780 27675 41095
(100.00) (100.00) (100.00)

Japan 23454 20616 62061
(124.9) (74.5) (151.00)

Singapore 16148 15108 32333
(85.9) (54.6) (81.1)

Republic of Korea 7811 6277 22482
(41.6) (22.7) (54.7)

Australia 12857 19619 28235
(68.6) (70.9) (68.7)

Canada 21000 24507 34442
(112.0) (88.6) (83.8)

U.K. 8679 10690 18031
(46.2) (38.6) (43.9)

India 749 2011 4834
(4.0) (7.3) (11.8)

|
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TABLE 10
Steel Industry Labour Productivity in Selected Countries, 1984

Tonnes per employee- Country

year (crude steel

equivalent)
350—400 Japan.
300—350 Canada, Unpited States, Belgium,
Netherlands.
250—300 Federal Republic of Germany:
200—250 Australia, France, United Kingdom.
150—200 Brazil, Republic of Korea.
100—150 Mexico, Spain, Czechoslovakia,
Poland, USSR.
50—100 Bulgaria, German Democratic Re-
public, Hungary.
1—50 India.

Source : ILO Sectoral Activities Programme, Iron & Steel
Committee, Eleventh Session, Geneva, 1986.

TABLE 11

Specific Energy Consumption in Iron and Steel Manufacture
in India and Japan

Specific Energy Consumption
in G. Cal per tonne

Note - Figures in brackets are the indices with US ratio as 100.
Source : UNIDO, Industry & Development, Global Report
(1985).

TN DRSS
*# A Benbouali, Long term Contractual Arrangement for

Setting up Capital Goods in the Iron & Steel industry,
UNIDO ID/WG 324/6, Sept., 1980 p. 33.

@ An exception was the case of Kwangang steel plant in
Korea which is expected to be ready by 1988. See for
details : W.T. Hogen “pohong Steel Continue 10 Grow"”’,
Iron & Steel Engineer, April 1985, quoted by B.D. Mellock,
“gouth Korea : Pointer 10 2 New International Division
of Labour” Economic & Political Weekly, September 21,
1985.

Jap:hncse Indian
Steel Plant Steel Plant
1. Iron Making
1.1 Blast Furnace 3.30 6.75
1.2 Sintering 0.75 0.75
1.3 Coke Ovens | 0.44 1.50
Total : 4.49 —9.00
2. Steel making 0.06 1.10
3. Hot Rolling 0,60 1.10
4. Slabbing & Blocking 0.19 0.60
5. Cold Rolling 091 0.70
Grand Total : 6.25 12.50

Source : F1CCI, Background paﬁer. Workshop on ‘Towards

Cost Competitiveness’ New Delhi 7th August, 1987
(Mimeographed).




the largest Indian integrated steel plant, taken separa-
tely, was only 8 per cent of that of NIPPON
steel.* In addition to the smaller size of Indian
steel plants, there is the problem of cost overruns
due to project implementation delays also. For
example “Investment Cost at current prices per tonne
of steel capacity which was Rs. 1,100 per tonne in
1953-54, had escalated to Rs. 4,600 per tonne in 1974-

75 and further to Rs. 14,000 per tonne by 1983-
84”"*

Comparative data presented in Table-9 show that
labour productivity in Indian steel mills when measur-
ed in terms of value added per person is a meagre
11.8 per cent of that in United States during the year
1980. In relation to that recorded by Japan, Indian
level comes down further to 7.8 per cent. Whereas
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tons of crude steel per employes per year in Japan
varies from 350 to 400 it is as low as 1 to 50 in India
(Table-10).

Economic performance of integrated stee] plants
largely depends upon the efficiency of energy use
because steel making is an energy intensive process.
Comparative data from Indian and Japan (Table-11)
show that the energy consumption per tonne of end
product is higher by almost 100 per cent in India,
The difference in specific energy consumption rates are
strikingly high in India in blast furnace, coke ovens,
steel mills, hot rolling mills and slabbing and blocking
mills. While the eénergy consumption per tonne of
crude steel is about 8-9.5 million K.cals in India, itis

almost half i.e. about 4—6 million K.Cals. in the
developed nations.

APPENDIX—1I

Value of Production (Income) in Integrated Steel Plants

1980-81 1981-82

1982-83 1983-84 1984-85 1985-86 1986-87
Rs. million
At current prices
SAIL 23100 29363 33521 29806 37952 46437 46832
IISCO 2426 3048 3341 3269 3197 4278 4722
TISCO 5637 7496 7985 8877 11095 13253 14224

2. Unpublished statistics from SAIL.

—_—

Source : 1. Statistics for Iron & Steel Industry in India—7th Edition.

* EIU Special Report No. 128, The Worlds® Steel Industry, Structure and Prospects in the 80’s p. 42.
** Govt. of India, Ministry of Steel and Mines, White Paper on Steel Industry (1976), p. 51 and discussions at the Round
Table on Steel [ndustry organised by the Ministry of Steel, Mines and Coal, Department of Steel, 18-19th Feb., 1985.
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APPENDIX-2
Value Added (Rs. Million) in Integrated Steel Plants
1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
SAIL
Wages & Salaries, Bonus etc. 3077 3508 4244 4469 4906 5443 6117
Contribution to SDF 2140 3111 2857 1704 2159 1911 1879
Contribution to others — — — - 22 519 526
Interest 1237 1470 2670 1395 1312 2136 2061
Profits 10 391 (—)1058 (2146 (—) 4 1960  (—) 409
6464 8580 8713 5422 8336 11969 10174
1ISCO
Wages & Salaries, Bonus etc. 651 724 798 944 1065 1080 1134
Contribution to SDF — - = = = Tk =
Contribution to others —_ — —_ —_ — — —
Interest i1l 331 484 319 358 119 113
Profits (—) 288 (=)371 . (=) 1110 - - )l (—)816 (—)610 (—)819
674 684 (—) 428 1022 607 589 428
~ TISCO
Wages & Salaries, Bonus etc. 1003 1190 1339 1619 1757 2081 2242
ibuti S

Contr}bul.:on to SDF ] et 1000 338 693 116 752 888

Contribution to others
_Interest 121:-.; 184 384 453 530 533 633
Profits 521 777 449 200 1118 1577 995
2037 asL .. 3010 . 2965 . |412) 4943 4758

Source: 1, Statistics for Iron & Steel Industry in India—7th Edition.
2. Unpublished Statistics from SAIL.



PRODUCTIVITY IN INDIAN IRON AND STEEL INDUSTRY 403
APPENDIX -3
Tudex number of wholesale prices of Iron and Steel Products (1970-71=100) and consumer price index for
industrial workers (1960=100)
Products Weight 1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
Pig Iron 0.17 225.0 312.6 376.1 438.8 518.6 594.0 594.0
Semis 0.17 319.5 4247 477.6 499.6 543.6 586.9 586.9
Structurals 0.47 228.6 274.6 359.2 381.1 451.0 544.2 544.2
Plates & Sheets 0.60 233.0 279.2 3222 349.7 414.4 507.2 5072
Bars & rods 0.73 324.1 401.6 469.5 492.8 539.4 581.0 581.0
Wires 0.13 3923 331.7 331.1 NA NA NA NA
Rails 0.04 204.7 290.4 467.6 562.4 675.6 842.0 8420
Sleepers, Bars etc. 0.03 184.2 262.4 386.5 454.4 543.6 662.6 662.7
Axles, wheels & tyres 0.04 213.4 281.4 511.8 651.6 792.7 868.2 974.2
Pipes & tubes 058 282.5 3254 375.2 3924 400.5 489.2 489.2
Skelp 0.13 280.9 3365 326.7 365.8 435.5 532.0 532.0
Tinplates 0.11 334.2 372.1 384.4 384.4 384.4 437.6 478.4
Ferro Manganese 0.07 > 5 B 370.6 422.9 552.6 553.3 682.1 682.1
Tinbars 0.03 276.6 356.3 427.4 5253 589.9 632.0 632.0
Ferro Silicon 0.01 440.4 417.2 396.2 409.5 564.8 628.2 683.6
Galvanised Plates &

Sheets 0.13 220.3 261.9 265.8 280.8 309.3 366.9 366.9
Bailing hoops 0.03 346.0 475.6 475.6 475.6 488.2 598.4 635.5
Total (Iron, Steel & Alloy) 4.47 272.4 331.6 386.6 415.7 463.4 539.3 542.4
Consumer Price Index — 401.0 451.0 486.0 547.0 582.0 620.0 674.0
Source : Index number of wholeeale price in India, various issues.

APPENDIX—4
Employment in Integrated Steel Plants
1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87
Recorded Employment in %

SAIL (Total) 193667 19839? 202576 205278 206711 207839 205623
Recorded Employment in

Expansion Projects —_ 1620 3262 5404 6609 " 8455 9144
Revised Employment in = g e S

SAIL Plants 193657 196979 199314 199874 200102 199384 196479
Recorded Employment in :

1ISCO (Total) 41543 41866 44106 .. 44140 44882 42914 41635
Recorded Employment in .

TISCO (Total) 40042 40901 39773 - 39744 39110 39387 40242

Source : 1. Statistics for Iron & Steel Industry.in lndla—'hh Edluon
2. Unpublished Statistics from SATL.
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Wage Productivity Relationships in

Indian Industries

VEENA BHATNAGAR

In this paper the author hypothesises thar changes
in wage rate affect productivity and productivity in turn
affects wages. The Paper examines the relationships
between the two in the case of selected Indian
Industries.

Dr. (Mrs.) Veena Bhatnagar is with College of Vocational
Studies, Delhi University,

The wage productivity relationship can assume the
form of a circular self generating mechanism where
increases in productivity lead to increasing wages and
an increase in wages motivates the worker to further
increase productivity. This link can be broken by the
sectarian and irresponsible attitude of trade unions, by
welfare based policies of the state leading to upward
or downward wage rigidities, as well as economic
instability generated by inflationary pressures. This
paper hypothesises that changes in wage rate affect
productivity and prodactivity in turn affects wages. It
attempts to study how far the two are moving together
in Indian engineering industries.

Productivity, it has been observed by economists,
is strongly linked with technological changes which is
defined in terms of changes in capital intensity, It is
also justified to presume that technique is related to
the wage rate, a higher wage rate leading to the
adoption of a more capital intensive technique.

The aspects, thus, taken up for study in the paper
are :—

(1) the trend of wages,

(2) the extent to which changes in wage rates
conform to changes in productivity of labour,
capital and total input,

(3) the share of labour in productivity,
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(4) the retation between wages and technique of Electrical machinery
production. Ship building and repairing
Rail-road equipment

The examination is carried out with the help of : Motor Vehicles

(i) A trend analysis based on the Annual Survey
of Industries data from 1960 to 1980 for India
as a whole in the case of some selected

The data pertaining to Chandigarh cover the
following groups of products** :

industries. Basic metal and alloys
(ii) A case study of wage productivity relationship Metal products and parts
in selected industries in Chandigarh region for All machinery including electrical
the year 1979 based again on Annual Survey Transport equipment and parts
of Industries data. Medical, surgical and scientific equipment
Photographic and optical goods
The all India data relate to the following group of Watches and clocks
products* :
The all India data has been presented in the form
Iron and Steel of indices at constant prices with 1960 as base year.

Non-ferrous and basic metals Wage Trends. Table 1 gives real wage index with

All machinery except electrical 1960 as base year over a twenty year period. The real
TABLE 1
Index of Real Wage per Worker at 1960 Prices
Year Iron and Non- Machinery Electrical  Ship Railroad Motor
steel ferrous except  machinery building equipment vehicles
and basic electrical
metals machinery
1960 100 100 100 100 100 100 100
1961 96 104 104 107 90 2 110
1962 93 99 106 107 93 111 119
1963 102 107 107 115 90 114 121
1964 94 96 101 105 83 132 112
1965 100 95 101 105 88 110 113
1966 104 96 102 106 90 110 110
1967 101 98 98 102 81 100 104
1968 102 106 101 104 91 109 114
1969 104 113 116 123 93 113 128
1970 111 115 116 127 107 121 141
1971 115 119 124 133 121 128 150
1973 115 117 126 123 124 120 139
1974 108 115 112 122 119 120 126
1975 118 118 122 127 118 132 147
1976 134 136 140 144 128 155 | 148
1977 125 132 135 145 111 147 140
1978 134 156 154 167 149 155 169
1979 149 153 157 166 152 144 155
1980 139 155 158 165 159 156 162

Source : CSO (Industrial Statistical Division) Ministry of Planning, Government of India, Wages
and Productivity in Selected Indian Industries, Bulletin no. 1SD/8 (1982) New Delhi.

*Two digit National Industrial Irade Classification **Two digit National Industrial Trade Classification
Codes—33, 34, 35, 36 and 37. Codes—33, 34, 35, 36, 37 and 38.
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wage index refers to money wages deflated by
Consumers Price Index. If we study five yearly indices,
the general trend revealed by them shows a consistent
rise in real wages, except for a slight fall in 1965 in
the case of non-ferrous and basic metals and ship
building industries. All industries except iron and
steel have registered between 50 per cent and 60 per
cent increase in real wages between 1960 and 1980.
Even in the case of iron and steel industry there is a
rise of about 40 per cent. This clearly indicates a rise
in the average standard of living of the workforce
engaged in this industry.

Labour Productivity. Index of value added per
employee given in Table 2 shows differences among
industries. Five yearly trends in the indices show that
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the iron and steel industry registered an increase of
30 per cent in labour productivity by 1965 but a
decline set in thereafter, the index reaching a low level
of 117 by ‘75. It however, again increased after that
registering by 1980 a rise of 17 per cent over 1975,
Labour productivity in non-ferrous and basic metals
increased steadily till 1964, but fell drastically in
1965, showing a 5 per cent increase over 1960 after
which it rose only to decline in 1970 by 2 per cent as
compared to 1965 level. By 1975 it had declined by
another 30 per cent registering an overall decline of 50
per cent in 1980 over the 1960 level. The industry
group machinery except electrical machinery, has
shown a steady increase, the index rising to 145
in 1965, 176 in 1970, 191 in 1975 and finally to
234 in 1980 registering an increase of 134 per cent

TABLE 2
Index of Gross Value added per employee (1960 prices)

Year Iron and Non- Machinery Electrical Ship Railroad Motor
steel ferrous except machinery building equipment  vehicles
and basic  electrical
metals machinery

1960 100 100 100 100 100 100 100
1961 106 121 119 110 94 109 91
1962 110 116 122 95 92 107 119
1963 125 136 129 110 101 120 104
1964 132 105 145 112 94 122 116
1965 132 105 145 118 104 105 123
1966 123 107 143 117 108 115 111
1967 108 125 144 122 101 115 106
1968 121 95 140 125 113 110 107
1969 116 114 181 134 115 114 120
1970 122 103 176 152 122 98 111
1971 123 83 176 160 132 119 128
1973 118 68 197 179 147 108 135
1974 135 76 204 172 - 152 109 133
1975 117 73 191 167 162 109 125
1976 125 113 225 179 172 124 155
1977 118 80 231 199 .. 149 131 141
1978 131 i SR 236 204 185 178 132
1979 118 : 74 217 195 153 142 115
1980 135 50 234 215 159 142 114

Source : CSO (Industrial Statistical Division) Ministry of Planning, Government of India, Wages

and Productlvity in Selected Indian Industries, Bulletin no. [SD/8 (1982) New Delhi.
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over the 1960 level of labour productivity. Labour
productivity in electrical machinery also increased
steadily between 1960 and 1980 recording an
overall rise of 115 per cent during the period. Ship
building and repairing showed an increase of 60 per
cent in labour productivity between 1960 and 1980.
Labour productivity in rail-road equipment has shown
more fluctuations over the years, but there has been an
overall increase of 42 per cent by 1980. In motor
vehicles industry, labour productivity rose considerably
in 1970s, but declined by 1980, showing an overall
increase of only 14 per cent over 1960.

Wage-productivity Relationship

No significant relationship is seen between wage
trends and productivity trends during the period under
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study. There is, however, some directional relation-
ship over the long run between wages and labour
productivity. Both have shown an increase over the

years except in the case of non-ferrous and basic
metals.

The relationship between productivity and real
wages is even less if capital productivity is taken as an
index of productivity. Capital productivity (Table 3)
has fallen in all but two industries i.e. in Machinery
except electrical machinery and electrical machinery.

The most drastic fall was in non-ferrous and basic
metals.

Total factor productivity (Table 4) also declined
in two industries viz. non-ferrous and basic metals and
rail-road equipment. It remained unchanged in the

TABLE 3
Index of capital productivity at 1960 prices
Year Iron and Non- Machinery  Electrical Ship Railroad Motor
steel ferrous except machinery building equipment vehicles
and basic  electrical
metals machinery
1960 100 100 100 100 100 100 100
1961 111 90 97 114 83 99 88
1962 51 70 83 78 87 91 112
1963 59 84 89 76 100 102 95
1964 69 17 85 71 100 100 88
1965 67 49 73 74 114 92 87
1966 61 41 57 55 109 96 64
1967 47 49 57 56 85 96 57
1968 59 41 67 56 89 83 58
1969 59 53 63 72 71 100 71
1970 68 44 75 63 67 94 71
1971 78 35 b 74 69 123 93
1973 97 20 97 105 54 104 107
1974 138 19 108 103 69 120 121
1975 84 20 101 111 81 135 114
1976 78 27 108 110 33 142 131
1977 69 18 107 115 29 155 116
1978 80 20 112 121 39 28 105
1979 65 25 111 125 35 36 95
1980 77 15 122 139 39 45 95
Source : CSO (Industrial Statistical Division) Ministry of Planning, Government of India, Wages

-and Productivity in Selected Indian Industries,

Bulletin no. 1SD/8 (1982) New Delhi.
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TABLE 4
Index of Total Factor Productivity at 1960 prices

Year Iron and Non- Machinery Electrical Ship Railroad Motor
steel ferrous exc:pt machinery  building  equipment vehicles
and basic electrical
metals machinery

1960 100 100 100 100 100 100 100
1961 109 99 109 112 92 106 89
1962 70 82 103 85 92 102 114
1963 80 98 109 89 101 115 98
1964 90 92 112 85 95 116 97
1965 89 61 103 89 106 101 97
1966 81 54 88 72 108 102 76
1967 66 63 88 74 98 109 69
1968 79 52 97 75 109 103 69
1969 78 66 102 91 106 110 83
1970 87 56 113 85 110 97 82
1971 95 44 115 97 118 120 103
1973 107 27 139 129 120 107 116
1974 137 26 150 126 131 111 125
1975 98 27 140 131 143 115 118
1976 96 ar 156 133 111 128 139
1977 87 35 157 142 97 137 124
1978 100 28 162 148 124 75 113
1979 84 34 156 149 106 82 101
1980 98 20 170 165 113 92 101

Source : CSO (Industrial Statistical Division) Ministry of Planning, Government of India, Wages

and Productivity in Selected Indian Industries, Bulletin no. ISD/8 (1982) New Delhi.

case of iron and steel and motor vehicles industries.
Only in the case of electrical machinery, electric
machinery and ship building, total factor productivity
increased.

Real wages however, have increased uniformly
almost by 40 to 60 per cent, thus, showing no direct
relationship with capital productivity and total factor
productivity. This indicates to a certain amount of
rigidity in wages in the downward direction. The
rigidity is not a desirable sign as it shows that wage
has not been acting as an instrument of productivity
improvements. Increase in labour productivity does
not seem to be a result of a rise in wages to any
significant extent. This is evident from the fact that
fluctuations in wages and productivity do not coincide

even allowing for a time lag for the effect to penetrate.
Productivity increase seems to be more a result of
increase in capital intensity, a reference to which has
been made in the later part of this paper.

Share of tmoluments in Gross Value Added

Table 5 gives the share of emoluments at constant
prices. In the iron and steel industry the share of
emoluments in value added, by and large, remained
constant. In the case of non-ferrous and basic metals
however, the share increased to 99 per cent in 1980,
Such a high percentage share can be accounted for by
the very sharp fall in value added per unit of labour,
coupled with over 50 per cent rise in real wages as
shown in Tables 2 and 5. Share of emoluments




410

PKODUCTIVITY
TABLE 5
Percentage share of emoluments in Gross Value Added (1960 prices)
Year Iron and Non- Machinery Electrical Ship Railroad Motor
steel ferrous except machinery building equipment vehicles
and basic electrical
metals machinery
1960 50.2 36.8 58.9 44.9 86.9 74.4 35.6
1961 458 31.1 2.1 42.8 88.7 76.4 412
1962 43.5 29.9 523 49.7 89.4 77.1 34.7
1963 39.9 28.3 51.7 48.0 82.9 69.8 40.5
1965 36.7 25.6 45.1 43.8 81.6 68.3 342
1965 35.3 31.1 43.4 40.2 70.8 135 304
1966 38.0 313 45.1 41.6 68.1 66.8 319
1967 449 255 43.8 39.6 67.7 61.2 33.0
1968 400 384 41.4 41.6 67.3 69.0 34.0
1969 44.0 34.5 41.0 42.7 68.5 713 33.17
1970 45.2 39.1 41.8 8.7 73.5 87.9 39.0
1971 45.8 49.8 43.7 380 5.5 74.8 36.8
1973 50.2 62.49 41.8 33.9 74.5 79.1 32.5
1974 42.7 69.3 372 342 65.0 77.0 31.3
1975 47.4 56.8 41.0 36.7 60.3 87.2 32.9
1976 51.4 41.5 41.0 37.8 63.3 88.9 i4.6
1977 '50.6 57.1 38.6 34.7 80.9 78.6 32.1
1878 453 58.6 40.1 33.9 640 61.3 38.2
1979 56.1 65.0 429 36.3 778 75.6 40.8
1980 46.7 99.7 41.8 33.2 79.1 77.0 425
Source : CSO (Industrial Statistical Division) Ministry of Planning, Government of India, Wages

and Productivity in Szlected Indian Industries, Bulletin no. 1SD/8 (1982) New Delhi.

declined slightly in the machinery industry. This is
due to a much sharper rise in labour productivity than
in real wages. The rise in wages in this industry,
however, has not been less than in other industries.
They seem to conform to the opportunity cost
principle of valuation that labour is unable to demand
a higher reward because of surplus in labour market.
The differences in rates of increase of labour producti-
vity and wages may also account for higher re-
investment quotient, resulting in larger increase in
overall efficiency.

‘Wages and capital intensity

A final observation with regard to wage producti-
vity relationship related to the impact that wage rate
‘has on productivity through its impact on capital

intensity. Capital intensity has been seen to influence
productivity to a large extent, and in so far as wage
level can affect capital intensity, it can indirectly
affect productivity. With | regard to the above
industries, the all India data reveal an increase of
about 238 per cent in capital intensity between *60 and
*80 in basic and non-ferrous metals, by 92 per cent in
machinery except electrical, by 55 per cent in electrical
machinery, by 308 per cent in ship building and by
217 per cent and 20 per cent in rail-road equipment
and motor vehicles respectively. Since wage rate has
also gone up in all industries during the same period,
we can presume that an increase in capital intensity
may have been partly due to an increase in cost of
labour.

The degree of influence that wage rate along with
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other variables exerts on productivity, has been
analysed through a linear regression exercise. The
data used are those pertaining to engineering industry
in Chandigarh, since it required detailed information
with regard to individual units. The year to which the
data refer is 1979.

The following functions have been used :

1. C/L = f(FC/L, WG/L)
2. O/C = f(L/C, S/C)

Where WG = Wage, L = Labour, FC = Fixed
Capital, S = Surplus, C = Total Capital and O =
Output i.e. value added. In the first function, while
C/L is presumed to be dependent upon FC/L, it is
also affected strongly by cost of labour (WG/L). The
surplus available per unit of labour would also deter-
mine the possibility of increasing the capital intensity
of the technique.

In the second function O/C has been seen to be
dependent on capital intensity of the technique, hence
L/C ratio has been taken. Similarly surplus available
would also affect capital productivity, by making
possible improvements in methods of production.

The results are given below :
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the other hand, capital intensity along with surplus
per unit of capital accounts for 99 per cent change.
An increase in C/L ratio thus, would considerably
lower O/C ratio. Thus, it can be concluded that a
rise in the wage rate, leading to an increase in C/L
ratio, would lower O)C ratio. The same trend is
visible in the all India data also.

The same result is also borne out on the basis of
Rank Correlation Analysis to which the Chandigarh
data was subjected. Correlation was worked out for
capital intensity with wage per worker, productivity

of labour and output per unit of capital. The correl-
ation values are as follows :
Wages per worker 0.29*
Productivity of labour 0.48*
Productivity of capital — 0.40*

Equa- Vari- Intercept Regression L S
tion able Coefficient Value
| WG/L —30.12 2.0389 13.46 .95
FC/L 1.04405
BDE=11
g e ' 0.03 1.0318 4649 .99
L/C 10.6348 22.58
PF=1738
Source: Based on data collected by the author from the

Central Statistical Organisation.

Wage rate together with fixed capital per unit of
labour, accounts for 95 per cent change in capital
intensity i.e. C/L. Thus a rise in the wage rate signi-
ficantly influences capital intensity of technique. On

*Correlation valuss significant at 59,

Capital intensity is positively correlated with both
wage rate and labour productivity and it is negatively
correlated with productivity of capital. This further
substantiates our earlier argument, that though the
relationship is rather weak, (with regard to the all
India data) the overall increase in capital intensity
may have been influenced by an increase in real wage,
which in turn was responsible for an overall increase
in labour productivity and a fall in capital producti-
vity.

In conclusion one can say that the impact of wages
on productivity in the case of the selected industries
seems to have been an indirect one. Wage being
neither influenced by nor influencing productivity
directly, has not acted as a motivating force for
increasing productivity. This is a malaise which needs
to be corrected by linking changes in wage rate, above
a certain minimum, with changes in productivity.
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Agricultural Technology Change:
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The authors in this paper study the nature and
extent of the technological change in agriculture
in different regions of the state of Punjab and spell
out the policy implications of the same.

Inder Sain and Dr. A.J. Singh are Assistant Farm Economist
nd Farm Economist respectively in the Deptt. of Economics,
anjab Agricultural University, Ludhiana, Punjab.

Punjab State recorded spectacular rates of growth
in agricultural output and productivity under the
impact of technological advance in recent years. Asa
consequence thereof, the State has earned the title of
granary of India and contributed more than half to the
food reserves of the country. Initially, this State
achieved a revolution in wheat production due to the
adoption of Mexican wheat seeds. This was followed
by a veritable rice revolution made possible by the
Phillipine varieties of rice. These notable achieve-
ments on food front have taken place under the
influence of two types of innovations, i.e., biochemical
and mechanical. The strong base for assured
irrigation enshrined in well-developed canal network
backed by rapid tubewell energisation quickly lead to
the adoption of these innovations on a large scale and
pushed up the index for agricultural output from
109.76 in 1970-71 to 239.28 in 1985-86 and of produ-
ctivity from 103.04 to 248.58 over the same period.!
However, the performance of agriculture was not
uniform throughout the State? This differential
performance may be due to differentials in soil-crop-

1. Statistical Abstracts, Punjab, Chandigarh for 1971-72 and

1986-87.

2. Singh, A.J., Sain Inder and Joshi, A.S., “Growth Perfor-
mance of Punjab Agriculture: 1950-51 to 1974-75; An
Analytical Study”, Preductivity, Vol. XIX, No. 3, October-
December, 1978.
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climate complexes, quantity and quality of irrigation,
availability and use of fertilizers, pesticides/weedicides
and more importantly the level of adoption of agrono-
mic practices. It was, therefore, considered useful to
analyse the nature and pattern of technical change in
Punjab agriculture. Specifically, the objectives of this
study were :

(i) to examine the nature of technical change in
different regions of the State;

(ii) to measure the contribution of technical
change and of growth in input levels; and

(iii) to spell out the policy implications.
Sampling Design of the Study

The data used in the study were taken from a
comprehensive project “Cost of Cultivation of
Principal Crops™ being operated by the Department
of Economics and Sociology, Punjab Agricultural
University, Ludhiana. Three stage stratified sampling
technique with tehsil as the first stage sampling unit, a
cluster of three villages as the second stage unit and
the ultimate holdings as the third stage sampling unit
was adopted. The whole State of Punjab was divided
into three agro-climatic homogeneous Zones known as
wheat-paddy zone (Zone-1), wheat-maize-groundnut
zone (Zone-1I) and wheat-cotton-bajra zone (Zone-III)
respectively. In all twenty tehsils with probability
proportional to the area under the principal crops were
selected. In each tehsil, a nucleus village was selected
and two more villages in the south-west direction
formed a part of the cluster. In each cluster, ten
holdings were selected at random and in all 200
holdings spread over 20 claster villages were studied
for 1971-72 and 1980-81 respectively.

Technigce Used in the Analysis

The Cobb-Douglas production function has been
used to decipher the nature of technology. Given the
fact that output and input variables retain their
homogeneous character, the product elasticity of
capital or of human labour helps us to identify the
underlying nature of technology. An improvement,
constancy or decline in the product elasticity of capital
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(the other way for human labour) denotes ‘Hicksian’
capital-using, neutral and labour-using technologies.

It is quite evident that the de_‘pendent variable, i.e.,
output has undergone change'due to change in the
crop-mix in Punjab. There has come about a rapid
change in input variables as well. Since capital input
in agriculture is more heterogensous under the impact
of technical change, we have to concentrate on some
other variables which may retain their homogencous
character to the maximum extent. No doubt, human
labour is also not comprehensive, yet we have concen-
trated on this variable. Since the analysis did not
account for the quality of human labour (i.e.,
supervisory role) which has undergone a change, the
manual component of labour input may be approxi-
mated as homogeneous and used for identifying the
nature of technology.?,*

Several studies have been conducted on analysis of
growth of agricultural output at the national/state revel
using various types of decomposition schemes’ Minhas
and Vaidyanathan® used the four factor model which
was later extended to seven factor model. Dharam
Narain® decomposed changes in ouput into four
components—pure yield effect, pure locational shift
effect pure cropping shift effect and effect on prod-
uctivity of interactions. Vidya Sagar’ improved upon
Minhas and Vaidyanathan’s model by introducing the

1. George, Catephores, “On the Heterogeneous Labour and
the Labour Theory of Value", Cambridge Journal of Econo-
mics, Vol. V, No. 2, June, 1981.

4. Samuel, Bowles and Herbert, Ginitia, “Labour Heteroge-
neity and Labour Theory of Value”, Cambridge Journal of
Economics, Vol. V, No. 3, September, 1981.

5. Minhas, B.S. and Vaidyanathan, A, “Growth of Crop
Qutput in India—1951-54 to 1958-61", Journal of the Indian
Society of Agricultural Statistics, Vol. XVIlI, No. 2. 1965,

6. Narain, Dharam, “'Growth of Productivity in Indian Agri-
culture, Indian Journal| of Agricultural Economics, Vol.

XXXII, No. 1, Jan.-March 1977.

7. Sagar, Vidya, “Contribution of Individual Technological
Factors in Agricultural Growth—A Case Study of
Rajasthan'’, Economic and Political Weekly, Vol. XI1I, No.
25, June, 1978.

¥
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price effect. Bisalia® in his study on ‘‘Decomposition
Analysis of Output Change Under Production Techno-
logy in Wheat Farming’” worked out the contribution of
technical change as well as of the changing level of
input use in the Ferozepur district of the Punjab State.
This study uses Bisaliah’s scheme of decomposition to
separate out the contribution of technical change and
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RESULTS AND DISCUSSION

Before the discussion of results, a brief introductory
note of the changing behaviour of zonal situation
would be helpful in interpreting the results. There-
fore, the zonal behaviour particularly pertaining to the
change ia crop-mix has been presented with the help

growth of inputs to the growth of output. of cropping pattern (Table 1). It would be seen that

TABLE 1

Pattern of Crops Grown in Different Regioﬁs of the Punjab State During 1971-72 and 1980-81

Crops Zone-1 Zone-11 Zone-111 Pooled
1971-72 1980-81 1971-72 1980-81 1971-72 1980-81 1971-72  1980-81
- 1. Paddy 20.66 27.56 1.34 16.75 2.11 7.02 8.76 17.51
2. Cotton (American) 0.82 0.03 0.84 4.50 21.96 21.20 7.77 8.44
3. Cotton (Desi) 1.08 0.67 5.40 3.05 6.45 8.61 414 4.07
4. Maize 6.63 4.85 12.61 523 1.54 0.77 6.75 3.68
5. Groundnut 5.11 — 20.00 2.95 0.40 0.28 8.04 1.07
6. Sugarcane 1.69 4.64 1.47 4,22 0.60 1.00 1.27 3.39
7. Bajra 0.04 - 0.05 0.14 2.04 0.08 0.70 0.07
8. Kharif pulses 0.06 0.79 0.28 0.56 0.52 0.18 0.27 0.52
9. Kbharif oilseeds - 2.69 = 0.74 — 0.90 L 1.49
10. Kharif fodder 9.66 1.57 8.79 9.88 9.54 6.67 9.36 8.10
11. Miscellaneous 2.04 1.04 0.95 — 4.80 2.13 2.63 0.36
Kharif total 47.79 49.84 51.73 48.02 49.96 49.44 49.69 48.70
1. Wheat 42.46 41.02 44.43 43.55 34.00 36.23 40.28 40.67
' 2. Gram 1.92 0.40 0.0s 0.32 4.52 3.69 2.85 2.11
3. Barely 0.18 0.09 0.23 1.26 0.13 3.59 0.18 1.63
4. Rabi oilseeds 1.81 0.13 0.50 0.16 6.70 1.85 3.02 0.32
5. Rabi fodder 4.43 3.70 3.01 3:23 3.19 3.04 3.10 3.36
6. Miscellaneous 1.41 4.82 0.05 3.45 150 1.16 0.38 321
Rabi total 52.21 50.16 48.27 51.98 50.04 50.56 50.31 51.30
Kharif, rabi total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
|

8. Bisaliah, S., “‘Decomposition Analysis of Output Change
Under New Production Technology in What Farming™,

Indian Journal of Agricultural Economics, Vol. XXXI1I, No.
3, July-September, 1977,
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zone-1 (wheat-paddy zone) comprising north-eastern
part of the State did not experience any change in the
crop-mix. This zone was relatively advanced and
experienced technical change at an early stage. Zone-II
(wheat-maize-groundnut zone) comprising central part
of the State went in favour of wheat paddy over time
in comparison to the initial period. Zone-III (wheat-
cotton-bajra zone) constituting south-western districts
of the State underwent a marginal change in crop-mix.
This zone was relatively dry and still canal is the
major source of irrigation as the underground water in
major pockets of this zone is not suitable for irriga-
tion. This zone also experienced technical change at
a latter stage in comparison to other zones of the
State.

Nature of Technology

Since there have been inter-regional imbalances in
the development of Punjab agriculture.’, R |
expected that different regions would behave differently
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in response to technical change. The nature of cropp-
ing pattern requiring different types of farm operations
in different agro-climatic zones of the State may cast
their influence on the underlying nature of technology
The analysis done on regional basis lends support to
this hypothesis.

As can be seen from Table 2, the coefficient of
production elasticity for human labour registered
decline in Zone-I while for Zones-II and III, it was
positive and improved in magnitude over the study
period. However, the difference was found to be
significant in all the zones of the State. This trend
indicates that Zone-I (wheat-paddy-zone) continued to
use capital intensive technology over the seventies as
well while Zone-II and III (wheat-maize-groundnut
and wheat-cotton-bajra zones respectively) were found
to be using the labour intensive technologies over the
study period. Zone-I (wheat-paddy =zone) which
comprises Hoshiarpur, Gurdaspur, Amritsar and a
part of Jullundur district is known for providing

TABLE 2
Output Elasticity of Capital and Human Labour for Different Zones of the Punjab State, Over Time

Zones Capital Differences Capital Difference
' 1971-72 (T) _ 1980-81 (T2) T2-T1 1971-72 (T1) 1980-81 (T2) T2-T1

I 0.0342 0.0412 0.0070NS 0.4315 —0.1104 —0.5419%**
(0.0556) (0.1640)

I —0.0865 —0.0436 0:0429N5 —0.2154 0.3583 0.5737%
(0.0538) (0.1653)

11 0.0540 0.0370 —0.0170NS —0.1280 0.1553 0.2833**

(0.0476) (0.1209)

Pooled 00322 00213 —0.0109N8 0.0757 0.0520 —0.0237NS
(0.0305) (0.0801)

i Note : ***and **stand for significance at 0.01 and 0.05 levels of probability while NS stands for non-significance of the

respective coefficients.

9. Gupta, D.P. and Shangari, K.K., Agricultural Development
in Punjab, Agriculture Publication, New Delhi (1980).

10. Rao, C.H.H., “Growth of Agriculture in Punjab During the
Decade 1952-62", Indian Journal of Agricultural Economics,
vol. XX, No. 3, July-September, 1965.

human labour to the defence services and even for
export to other countries. Accordingly, it is known
for remittances particularly from abroad. Thus, the
plenty of capital and scarcity of labour with no
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qualitative change in crop-mix is obviously the capital
using technology. The farmers of Zones-II and III
who preferred labour using technologies were
passing through a period of transition during the
seventies. Even operation-wise capital requirements
are different for different regions due to differentials in
the cropping pattern and the extent of adoptation of
the various components of new farm technology. For
many operations such as transplanting of paddy and
picking of cotton, appropriate mechanical technology
are not yet available. Initial inertia is probably
responsible for slower adoption of mechanised capital
input even if it becomes available. It would not be
surprising if in the eighties, Zones-II and III may also
start behaving like Zone-I.

Contribution of Different Components Towards Growth
in Productivity

Table 3 presents the decomposition of change in

TABLE 3

Decomposition Analysis of Total Change in Productivity for
Various Regions of the Punjab State Over 1971-72
Through 1980-81

%

Zone-1 Zone-IL Zone-III Pooled
(Wheat- (Wheat- (Wheat-
paddy groundnut- cotton-

Component/Zones

zone) maize bajra
zone) zone)
1. Total change 37.47 36.85 44.38 38.32
2. Change explained by :
(i) Technical change 7.92 4.82 3.46 10.81
(ii) Growth in input
level 29.53 32.03 40.91 27.49
3. Change accounted for by
components of inputs
(i) Bio-chemical inputs 26,44 28.59 30.49 b 8 |
(ii) Trrigation 0.68 325 7.12 3.52
(iii) Farm machinery 239 —0095 2.66 2.39
(iv) Human labour 0.02 1.14 0.64 0.47
Total change explained
(2+3) 37.45 36.85 44,37 38.30
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agricultural productivity for different agro-climatic
zones and for the State as a whole. It would be seen
that the maximum increase in productivity was record-
ed for Zone-III (wheat-cott on-bajra zone) followed by
Zones Il and I (wheat-maize-groundnut and wheat-
paddy zone, respectively). The overall increase was
found to be 38.32 per cent. Out of this growth, 10.8
per cent has been attributed to technical change and
27.49 per cent to the growth in input level. Out of the
different components of input variables, 21.11 per cent
was accounted for by bio-chemical inputs, 3.52 per
ce t by irrigation, 2.39 per cent by farm machinery
and 0.47 per cent by human labour respectively.

In general, the inter-zonal analysis tended to follow
the same pattern as observed in case of the pooled
analysis. However, the detailed analysis highlighted
the inter-zonal differentials in respect of the contri-
bution of various components. The highest growth
in productivity was recorded in Zone-III which was
relatively dry and experienced technical change at a
later stage. It was followed by Zone-I which did not
experience any chance in product-mix but continued
with its capital using technology (see Table 1). Zone-
IT which experienced maximum change in crop-mix
recorded the lowest growth in productivity over the
study period.

Though the extent of growth in different zones is
different, yet a common feature of all the zones is the
maximum contribution of input growth in comparison
to technical change. Zone-III (wheat-cotton-bajra
zone) which experienced technical change lately
recorded the highest growth (i.e., 40°91 per cent) in
productivity due to input growth followed by Zones-II
and 1 with 32.03 and 29.53 per cent respectively.
Amongst the input components, the maximum contri-
bution to the tune of 30.49, 28.59 and 26.44 per cent
was of bio-chemical inputs in Zones-IIL II and I in
the above order. With respect to other constituents of
input growth, Zone-IIl (wheat-cotton-bajra zone)
(which is relatively dry recorded the maximum contri-
bution of irrigation while Zone-1 (wheat-paddy zone)
which did not experience any qualitative change in
crop-mix registered the lowest contribution from irri-
gation. The share of farm machinery in the total
growth in productivity was also the highest in Zone-III
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relative to other zones of the State. The adequate use
of farm machinery (bzing relatively the higher size of
farm holding) seems responsible for this behaviour.!!
Zone-1T (wheat-maize-groundnut zone) which has
undergone change in crop-mix to the maximum extent
favouring paddy recorded the highest contribution of
human labour as cortain farm opsrations such as
transplanting of paddy in the absence of mechanised
alternatives have improved its contribution. Zone-I
with the capital using technology registered the lowest
share of human labour.

So far as the contribution of technical change in
the growth is concerned, Zone-I with no change in
crop-mix registered as high as 7.92 per cent asits
share through improvement in its efficiency parameter.
Zone-1II where a marginal change in crop mix was
noticed recorded the lowest contribution, i.e., 3'46
per cent of this component. Howszver, Zone-II lies
betwezn Zone-I and Zone-IIl in respsct of the contri-
bution of technical change over the study period.

Conclusion

From the foregoing analysis, it may be concluded
that Zone-I continued with the capital using techno-
logy while Zones-II and III had bias in favour of

et
11. Sain, Inder, Trausformation of Punjab Agriculture. B.R.
Publishing Corporation, Delhi (1987).
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labour using techology over the period 1971-72 to 1980-
81. The change in crop-mix favouring paddy at a
large scale in Zone-II and partially in Zone-III with
cotton as a dominant crop was responsible for this
behaviour as there were no mechanical alternatives
available for certain farm operations. So far as the
contribution of various components in the growth in
productivity is concerned, Zone-IIT which adopted the
new farm technology at a later stage. being scanty in
water resources, recorded the highest growth followed
by Zones-I and II. However, the major share in this
growth was accounted for by the increased level of
inputs. Zone-I which was relatively advanced record-
ed the highest contribution of technical change in
comparison to other zones of the State through
improving its efficiency parameter.

It is suggested that the mechanical devices like the
paddy transplanter etc. should be developed as in the
future, the migrant labour which played a pivotal
role in the Punjab agriculture may not be available as
their parent states are developing fast. esides this,
some institutional organisations such as cooperatives
may be encouraged to make use of the indivisible
excess capacity particularly in tractors so that adequate
use of this costly capital input may be made. There is
also a need to promote some sort of cooperation or
collective endeavour on the part of the farmers so as
to avoid the problem of excess capacity in tubz-
wells.



Implementing Quality
in India

Productivity
1988, XXVIII, 4, 419-424

Control Circles

S.N. NANDI

There are a number of problems which need
management attention to make the implementation of
quality circles a success. These problems are related
to attitude of management and trade unions, quality
control practices and socio-economic environment
prevalent in the country. This paper analyses some of
the above mentioned problems and suggests some

recommendations.

Shri. S.N. Nandi is Director, National Productivity Council,
Deepak, Nehru Place, New Delhi.

1. Introduction

In order to increase productivity through quality
improvement by utilizing energy and creativity of the
people at the grass-root level and to provide intrinsic
satisfaction to them, India started promoting Quality
Control Circles (QCC) since 1980. On seeing specta-
cular success of QCC in Japanese Industries since
1962 and subsequently successful adaptation of the
same idea in many of the organisations in Western
Countries like USA, U.K., etc, one of the Indian
public sector organisations— Bharat Heavy Electricals
Ltd., (BHEL) implemented this concept first in 1980
in its Hyderabad unit. Today it is said that BHEL has
about 1600 circles working among its 18,000 work-
force at its various units. Since then, others belonging
to both private and public sector followed this. ltis
estimated that till now about 200 Indian organisations
have adopted this concept. But question is how are
the circles in these organisations working ? Are these
circles adequately effective so as to motivate other
organisations to adopt them ? Is any general operat-
ing model emerging such that the same can be followed
elsewhere ? The above questions arise naturally be-
cause this approach is now with us for the last 7 years.
Many conflicting views have already started rising.
Interest among employees and employers are fading
away. Certain distortions in its working have already
been noticed. This paper attempts to discuss some of
the major weaknesses as noticed through emperical
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observations. It also mentions some of the possible
ways to overcome them. While discussing, author
has also kept in mind the principal factors as reported
in literature responsible for failure in implementation
of QC Circles in some organisations in Western
countries especially in USA and UK.

2. The Studies

Though this approach has been talked about and
in use outside of Japan since mid-seventies, a little
research effort has been made on it especially related
to causes of its failure so that lessons can be learnt by
others (1). Dale and Hayward (2) made first an
extensive survey on reasons for failure for 67 companies
of U.K. in 1983. Frazer and Dale (3) made similar
kind of survey on a wider scale in 1985/86. King and
Tan (4) also made a survey over 157 companies which
are members of British Quality Association in 1985.
Like U.K. similar kinds of studies are also few in
US.A. Notable exceptions are: Imberman and
Deforests’ study reported by Imberman (5), Good-
fellow’s (6), respective studies of 41 and 29 U.S.
Companies. Kanter (7) listed out certain manage-
ment considerations that are to be made to make parti-
cipative programme like QC Circles successful in U.S.
organisations. Nandi (8) made an attempt to develop
a conceptual model for effective working of QCC
working in India so that certain guidelines can be
drawn. The present paper is an effort to detail out
some of the principal aspects of the above model. This
has been prepared based on :—

(i) Experience as a consultant with National
Productivity Council (NPC) in implementation
of QC Circles.

(ii) Survey made in mine Indian organisations in
1984 sponsored by one of the local Producti-
vity Councils.

(iii) In-depth unit level discussion with a few
organisations where QCC’s are working.

(iv) Limited experimentations made over partici-
pants to NPC—run programmes on QC
Circles.

3. The Problems

Based on limited studies made in India as mention-
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ed above, a few important observations related to
effective implementation of QC Circles programme
have emerged. Strangely enough, some of those
observations are very similar to those found out in
studies mentioned earlier, carried out in U.S. & U.K.
These observations should be of great concern to all.
Broadly speaking, these are related to following
weaknesses :

Lack of management support
Weak quality management practices.

Absence of participative problem solving environ-
ment.

Lack of Interest on the part of unions to deal with
work related problems.

Insufficient
solving

emphasis on process of problem

Covert or overt attempts to intervene.
Undue high expectation.

Above aspects will be discussed in the subsequent
paras.

4. Management’s Commitmeat to Quality and Partici-
pative Problem Solving

No programme could succeed without sincere
support and guidance of top management. A firm
belief is to be radiated that improved quality of
products only should enter the market and that same
could only be achieved through/ scientific application
of quality control techniques and that too through
efforts of properly trained and willing group of officers
staff and workmen. Growing consumers awareness,
increasing competition and need for higher export
earning may gradually help building up this kind of
commitment. Further, like in Western countries,
Indian top management is also gradually realising
the importance of participative style of working due
to :—

(i) Rising expectations of increasing number of
educated employees.

(ii) Specialised technologies and their complica-
tions are only known fully to those who are
working with those day-in and day-out.
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(iii) Easiness in implementation.
(iv) Better communication.

(v) Greater co-operation.

But sincere participative problem solving especially
in the form of QC Circles involves delegation of power.
Itis argued that in Japan “it was this sharing of
power with lower level employees and the investment
in training these employees which marked employees
innovation”. (9) In India, very little power to influence
changes even regarding work practices is left with
ordinary workmen. This very observation has also
collaborated by the survey (10) which has measured
power distance between the management and ordinary
workmen as given in the following table : —

Power Distance Between Top Management and
Ordinary Workers (Evaluated by Key Persons)

Mgmt. Personnel Working Work- Total
Policy Condition Place
Issues
India 327 2.09 1.76 12550 2,07
Japan 3.63 3.26 2.46 0.04 2.33

Striking feature of the above table is the negative
power distance existing between management and
workmen in Japan on Work Issues, In India many
managements may have reservations even about proper
sharing of relevant information. In British industries
too, lack of sufficient top management support has
.also been cited as one of the three principal causes
for failure (4).

It is not that above weaknesses are only with top
management persons. Majority of middle manage-
ment groups have the same. In fact, it has been
‘reported both fin U.S. and U.K. industries that many
of the middle managment personnel regard QC Circles
-as threats to their authorities (4). Even when manage-
ment does have the sincerity, it is not believed by
workmen and their leaders. Management Committment
should be sufficiently visible. It is therefore necessary
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that both the groups require orientation in the think
ing regarding sincere need for quality consciousness
and participative approach to above problems. This
can be brought about through a series of discussions,
communication and actions reflecting management’s
intentions.

5. Quality Management Practices

An analysis of quality problems reveals that
majority (80-85%;) of problems are attributable to
management failures. Solution of these problems
require involvement of officers from R & D, Design,
Purchase, Production, Instrumentations, etc. Even in
Japan JUSE (Japanese Union of Scientists & Engi-
neers) has made the above observation. A number of
studies made by Indian Statistical Institute in Indian
plants have confirmed it (12). These management
controllable causes need to be solved either through
a traditional organisational set-up or through forma-
tion of task force or some kinds of QC Circles
consisting of managerial level of personnel. Quality
Control function in many Indian plants is not well
organised. Scientific methods of managing quality are
lacking. In fact Dr. J.M. Juran attributed 10% of
success in quality of Japanese products only to QC
Circles. Dr. K. Ishikawa who is “the father of QC
Circles”” has also confirmed that QC Circle activity is
only a small part of company-wide Quality Control
practices in Japan. Recent definition of QC Circles by
JUSE explicitely states “(it is) a small group to
voluntarily perform quality control activities within
the workshop to which they belong. This small group
with every member participating to the full carries on
continuously, as part of company wide quality control
activities; self development and mutual development,
control and improvement within the workshop utiliz-
ing quality control techniques™. (11) In fact, in
many of the Indian organisations, participation of
middle level and Jr. level management personnel both
in an inter and intra-department functioning towards
organisational  objectives especially for quality
improvement have been feared to be limited. So, some
kinds of structure like QC Circles may help improving
their effectiveness. Unless these steps are taken, QC
Circles formed at grass root level may doubt manage-
ment's sincerity about quality improvement and many
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ceuses to be identified by them will be ice-berg of
principal causes and therefore quality of products will
not be improved or even if improvement —occurs,
benefits will be marginal and unsteady. It may also
happen that many of the solutions preseated by QC
Circles may not be implemented on account of lack of
interest among officials.

In the light of above mentioned consequences,
many of the Indian organisations may have two-tier
QC Circles first tier consisting of inter-department
officials and second tier of grass root level of staff and
workmen. Even in many Japanese organisations,

there is multi-tier QC Circles known as QC
Circle, Sub-QC Circle, mini-QC Circles, etc.
In India, a two-tier structure is being tried

out in M/s Jyoti Ltd., Baroda. A few problem
oriented circles consisting of managers and workers
from different departments are also working in M/s
Kirloskar Electric Co., Bangalore and M/s Alfred
Herber, Bangalore. These circles try to sort out
problems directly. However, nature of problems
required to be tackled by different groups need to be
defined and clearly known to participants in order to
avoid inter-group conflicts.

6. A Participative Problem-Solving Environment

Working of QC Circles is basically a structured
approach to group problem-solving. Problem need to
be perceived equally as well as theirs unlike presently
made. This shift in perception could only come
through continuous positive reinforcement process.
All kinds of management behaviour contrary to above
need to be modified. For example, an action reflecting
“Mind your own task” or “You need not know what
others do” should be discouraged. A rigid position-
wise job description, individual incentive scheme,
curtailment of one’s interest to know about products/
company, etc. need to be censored. Further, any
credit which is due to better performance of the group
should be given only to a group rather than to an
individual. At present, head of the group/section
has a tendency to think of better performance as his
own. This outlook needs change.

King et al (4) has also confirmed in U.K. context
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that in order to engender necessary conditions of trust
and collaboration, it may be necessary to make
changes in the organisation and adopt more partici-
pative style of management. They cited a noteworthy
example which is related to the company producing
Jaguar Cars. The new management which took over
this company in 1980 introduced the “In pursuit of
perfection campaign, quality circles, which were an
integral part of the campaign to improve quality, were
considered as being of such importance, that a
reorganisation of the management structure was speci-
fically made for implementation and operation.””(4)

In order to diagonise dominative leadership style
of Indian managers and trade union leaders, the author
applied Jarrel/selvin management instrument (13)
among about 500 Indian participants consisting of
management personnel and trade union officials. Most
of the management participants appear to favour
somewhat autocratic decision making style and not
much believe in subordinates information whereas
Trade Union Officials favour consensus approach.

Based on the above observations one may conclude
that Indian managers need to learn true participative
style of working in its decision making process. Indian
culture as it exists now does not teach it in its natural
course. We are much more ‘boss-parent’ centred at heart
than we think normally. And participation can not
succeed in an unsupportive, unprepared cultural
climate. Therefore, there is |a need for developing
gradually a participative climate through training and
use of various kinds of performance reinforcement
techniques. One such technique which could be a
forerunner is group performance based reward scheme.
This kind of scheme has been found to be stimulating
group working and goal congruence to some extent.

7. Interest to Solve Work-Related Problems

Matters which need to be discussed in an organisa-
tional setting can be classified into any of the three
categories :

(i) Interest related matters like wage, various. .
kinds of privileges, etc.

5
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(ii) Work related matters like production, quality,
etc.

(iii) Those related to both.

On account of major attention having being given
on aspects related to goal incongruence between
‘management and labour, of prevalence of several labour
laws and of exhibition of negative reinforcing behaviour,
workmen do not have much enthusiasm left for solving
work-related problems. Trade Union leaders do not
have right mental attitude to think on this line. This
has been confirmed by the author through a limited
scale of an experiment made over about 500 partici-
pants to NPC run programmes on ‘‘Participative
Management & QC Circles’ held over last three years.
Majority of these participants are trade union
officials. This experiment consisted of asking each
group of 5 to 6 participants to solve an open-ended
-and  intentionally-made-ambiguous  problem, for
example, ‘counting of large number of gift coupons-
sized 4X2 inches.” Nature of problems and possible
solutions are both to be visualized. Majority of T U.
participants (more than 60%) tend to associate interest
related-issues with this kind of problem. Such a high
pre-occupation with interest related matters with staff
and workmen in Indian Organisations acts as a detri-
ment to growth of right type of QC Circles.

-8. Emphasis on Process of Problem Solving

Principal aim of QC Circles movement is not
realised through solution but through process in
arriving at it. Individuals derive satisfaction through
the process. But effective, efficient, productive,
innovative, satisfying group behaviour and functioning
-do not just happen automatically when a leader is
placed in a room with a group of people. Good group
‘behaviour need to be gradually inculcated. Appropriate
training with suitable mix of psychological intervention
-aids, role playing, behaviour modelling through films/
plays etc. need to be used. Further, counselling or
‘feed-back’ session with leader may be made regularly
in complete sincerity with objective outlook in the
dnitial stages.

It is reported (7) that even in U.S.A. lack of
proper group behaviour has been one of the main
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causes for failure of QC Circles in many organisations.
The author has seen in many organisations that many
of the Indian facilitators and leaders do not give
enough attention to this aspect since many of these
personnel are from QC or production departments who
are not adequately equipped.

9. No Direct Intervention by Unions and Management

Though effective working of QC Circles affect both
the parties favourably, later should not interfere
directly with its working. Participation in circle activi-
ties should be entirely voluntary. Management and
unions per se should view themselves as guardians
and nourish these circles at higher level. Joint Steering
Commitee may be formed for this purpose. British
surveys (3, 4) have also confirmed that formation of
steering commitee is an important issue for achieving
success. However, under no circumstances unions
should be indifferent to QCC since it is ultimately this
institution which is getting strengthened by getting
more informed and educated members.

10. Reasonable Expectations From QC Circles

Finally, it may be cautioned that nobody should
expect that QC Circles will solve all organisational
problems. It is essential that management develop
realistic desired outcomes. Experience and research
suggest that “‘participative programmes will not auto-
matically and instantaneously improve productivity.
Further, participation will also not automatically
counter the ‘alienation’, low morale, absenteeism, turn-
over, poor quality and lack of commitment found in
many workers and managers in this country ”.(14)

11. Conclusions

Based on limited empirical studies as enumerated
above, one can discern that there are a number of
problems that need to be considered while implement-
ing QC Circles in India. - These problems are related
to attitude of top and middle managements, attitude
of unions, existing management practices, etc.

However, present discussion his been based on
empirical observations and discussion on ad-hoc basis.
Since the QCC approach has been with us for the last
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6 to 7 years and many organisations did have initial
experiences, it is prudent that some kind of in-depth
analysis of its success and failure is made so that
mistakes are not compounded elsewhere. Looking at
existing industrial situation in India and prevalent
state of morale of all sections of employees, this
approach has a lot more to offer provided it is
reasonably well adopted. Therefore, impediments dis-
cussed here need attention from all concerned.
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The uniqueness of this volume
lies in two factors viz.,, compre-
hensive coverage, and multifocal
treatment., It goes into the socio-
economic situation, ideological base
and the dynamics of the policy
process, legal framework and the
administrative process, problems of
complimentarity among the various
instrumentalities of State and its
inadequacy, and an analysis of the

impact of policy, law, and its
administration.

Sharad Marathe, the economist
has had the advantage of not only
observing but also operating the
the system. His analysis documents
how, over a period of time, the
original content and purpose of
various policy initiatives were
rendered infructuous. An impor-
tant finding is that once the system
veered towards regulation rather
than development it acquired a
momentum of its own. A conver-
gence of interests developed bet-
ween politicians, bureaucrats and
a powerful section of Indian
industrialists. These vested interests,
which operated at different levels,
developed a major stake in perpetu-
ating the system. Private industry
that tended to enjoy a monopolis-
tic and protectionist environment
provided by the policy; itself start-
ed resistance towards liberalization.
As a result and despite official
pronouncements, there has been no
serious effort to radically alter the
system.

--Marathe argues in favour of the

need to move from the
traditional policy perspectives. The
detailed regulation and control of
industrial activity and state owner-
ship of the means of production
no longer be accepted as synonym-
ous with democratic socialism. He
opines that the emergence of an
appropriate political ethos, and
India’s economic resilience provide
an opportunity for a major and
essential overhauling of the system.

away

The range and richness of data
presented by Marathe is insightful
and tempts this reviewer to under-
take a detailed review of the volume
as a case study in policy process,
focussing on policy premises, legis-
lative process, complimentarity of
roles (and distortions) bureaucatiz-
ation, and the intent and impact of
policy.

Policy Premises : Concerns

The evolution of thinking on
industrial policy and the elabora-
tion of the strategy for industrial
development shows a fair degree
of continuity. From the early years
of this century nationalist opinion,
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reflected in Swadeshi movement,
had always stressed the need for
active Government intervention
with the aim of protecting and

promoting the Indian industry.

Protectionism  and regulation
provided a single axis, two wheel
‘drive’ to Indian Policy towards
industry, which itself was seen as
an instrument for development.
The premises and perspectives in
this direction were set out by the
Directive Principles of State Policy:

The State shall strive to “‘pro-
mote the welfare of people by
securing and protecting ~ as
effectively as it may, a social
order in which justice, social,
economic and political, shall
inform all the institutions of
the national life” (Article 38
(1)); “‘minimise the inequalities
in income” (Article 38 2);
“ownership and control of the
material resources of the com-
munity are Sso distributed as
best to subserve the common
good™’; economic system does
not result in the concentration
of wealth and means of pro-
duction to the common detri-
ment’”; “equal pay for equal
work™’; ‘“‘health and strength of
workers, men and women, and
the tender age of children are
not abused and that citizens are
not forced by economic
necessity to enter a vocation
unsuited to their age or
strength™; and that “‘children
are given opportunities and
facilities to develop in a health
manner and in conditions of
freedom and dignity and that

childhood and youth are pro-
tected against exploitation and
against moral and material
abondonment”  (Article  39);
“operation of the legal system
promotes justice” (Article 39-
A); “just and humane conditions
of work and maternity relief”
(Article 42); and to “‘secure, by
suitable legislation or economic
organisation or in any other
way, to all workers, agricultural,
industrial or otherwise, a living
wage, conditions of work ensur-
ing a decent standard of life
and full enjoyment of leisure
and social and cultural opportu-
nities and, in particular, the
State  shall endeavour to
promote cottage industries on

an individual or cooperative
basis in rural areas” (Article
43).

Thus the policy frame encom-
passed a wide spectrum of highly
idealistic objectives related to the
social-political-economic  develop-
ment, with industrial development
seen more as a means to achieve
these policy objectives.

Legislative Process and Framework

There was an extensive debate
on the Industries (Development
and Regulation) Bill and it followed
a tortuous course through two
Select Committees. The First
Select Committee emphasised the
regulatory provisions of the Bill
and inserted the word ‘regulation’
in place of ‘control’ in the title of
the Bill. The Second Select Com-
mittee, however, laid greater
emphasis on the developmental
aspects and elaborated the pro-
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visions relating to the mechanism
of Development Councils. Personal-
ities and their predelictions have
had their sway on policy. T.T.
Krishnamachari, who was an
ardent critic of State administered
‘regulation and development’ had
had to pilot an amendment provid-
ing for the Government to exercise
the powers ‘“‘under the Act without
having the encumbrance of consult-
ation with a large body like the
Central Advisory Council or any
other outside body”. In fact, the
reason for rejecting any proposal
which would make it obligatory on
the part of Government to consult
an outside body was a curious one.
To quote Shri T.T. Krishnamachari
....” T cannot understand why when
you have two Houses which can
always call Government to account,
there should be a provision for
consultation with so large a body
on all matters. That means, the
Hon. Member who secks to float
an amendment has no faith in this
House”.! This disposition may be
a reiteration of the doctrine of
parliamentary supremacy.

Yet, within less than five years
from the time the original Indus-
tries (Control and Regulation) Bill
was introduced in Parlinment, poli-
tical thinking had move distinictly
towards an unfettered use of
Government’s powers, something
which was (a) not envisaged in the
earlier Bills, and (b) regarding
which assurances were given on the
floor of the house, at each stage of
the debate since the introduction of

e

1. India, Parliamentary Debates. Vol. 1V,
No. 1, 22 April 1953, p. 5740, Page
No. 75 & 76.
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the Bill. Referring to the excep-
tional provisions in the Bill Dr.
Shyama Prasad Mukherjee made it
clear that was not the Govern-
ment’s intention to exercise these
powers indiscriminately. He ela-
borated, in the form of an assur-
ance that “‘this power to direct and
control management of particular
undertakings can only be exercised
in an emergency or in circum-
stances where government felt
convinced that an industrial under-
taking dealing with a vital industry
in order to be protected has got to
be so takenover by Government for
the time being”.2 But, how this
‘intended’ exception and the criteria
for ‘takeovers’ have bzen diluted is
part of the history.

Sir Homi Mody as a represen-
tative of industry, brought out the
Centre-State, as well as public-
private sector perspectives and the
import of proposed law on policy.
Sir Mody, while conveying the
general agreement with the princi-
ples of the proposed law in regard
to questions like ‘regionalisation of
industry, location of industry in
suitable sites, and availability of
raw material which were sought to
be controlled and regulated by the
Centre to the great benefit of the
country as a whole, . .. . expressed
concern that the powers that were
being sought were, ‘very sweeping’
in character’ and warned that ‘if
these powers are strictly interpreted
and applied, the private enterprise
will be left in name only.?

The administrative dimension as

RS PR
2. Ibid., p. 2392.
3. 1bid., pp. 2413-14, Page No. 67.

also its implications to the federal
political process was brought out
by one of the critics of the Bill,
Shri T.T. Krishnamachari, later
the Commerce and Industry
Minister and one who moulded the
operations of the Industries
(Development and Regulation) Act
in the earlier years. He commented
on the Bill : ‘I do not think that as
we are placed at present we are
administratively competent in the
Centre to handle all the subjects
that my Honourable friend envis-
ages in the schedule to this Bill.#
He was also critical of the consider-
ably high erosion of powers of the
Provincial Governments.

That policy and the nature and
extent of State regulation have been
influenced not only by the political
and social ideology but also by a
variety of other ‘situational’ factors
is best illustrated by the impact of
scarcity of foreign exchange on
policy.

The acute shortage of foreign
exchange in the sixties and seventies
and the administrative responses to
it were one of the main causes of
the distortion in the policy pers-
pective. The attempt to conserve
foreign exchange led to the evolu-
tion of a maze detailed regulations.
Among them were industrial licenc-
ing, import of capital goods, and,
regulating the allocation of both
domestic and imported industrial
raw material. The re-ult was an
emphasis on regulation to the detri-
ment of development, and a dras-
tic curtailment of the degree of
competition and the scope for

4. Ibid., p. 2417, Page No. 67 & 68.
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innovation. Though the ‘situation’
with regard to foreign exchange
reserves has subsequently changed,
the regulations didn't.

In the context of the federal
structure in the post-independence
period and the wider range of
policy objectives such as regional
dispersal of industries, avoidance
of concentration of economic
power in the hands of a few,
selectivity with regard to the use
of foreign capital and technology,
and special protection to some of
the employment intensive industries
like handlooms, changes were intro-
duced in the existing
and also major
were introduced.

“While the Fourth Five Year
Plan Document showed a refreshing
realism and a willingness to accept
changes in directions of policy, in
actual practice very little, if any-
thing changed”. The licencing
system continued much the same
way as before. “Indeed. with the
passing of the MRTP Act in 1969
further restrictions were sought to
be placed on new licences for the
larger industrial houses specified
in the Industrial Licencing Policy
Enquiry Committee Report. The
delays in various approval— letters
of intent, permission for import of
capital goods, permission for
capital issues, provision for medium
long-term finance etc., were
endemic. After the Congress split
in 1969 there was a marked
increase in the number of decisions
or clearances.

legislation
new enactments

Role Complimentarity and Distor-
tions

The advisory and the decision

Al o o e R S e T A R - e
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making roles of the Planning Com-
mission and the Central Govern-
ment in the formulation of policy
got blurred, when the Planning
Commission of which the Prime
Minister was ex-officio Chairman,
became an extension of the Prime
Minister’s authority in major areas
of economic policy. This was especi-
ally when the Planing Commission
gained in status after 1955.

Despite the announced intention
to liberalise ‘the system and to
simplify the proceduresin order to
reduce delays in dealing with
applications,® the regulatory system
continued to be much more elabo-
rate than was originally envisaged
in the Industries (Development and
Regulation) Act. The system
seemed to have acquired a momen-
tum of its own and any attempt to
reduce its procedural rigours or to
make peripheral improvements was
being ({rejected by the system like
an unwanted transplant. Qver
the years a formidable and perva-
sive vested interest had been built
up in the continued operation of an
elaborate system of regulation in
which different agencies within the
Government and at different levels
of responsibility had to be
involved.

Bureaucracy at different levels
and in different departments/
agencies of the Government includ-
scientists and technocrats
with the approval

ing
associated

s§. G V. Ramakrishna, Chairman, Report
of the Study Group on Industrial
Regulations and Procedures, New
Delhi : Government of India, Feb-
ruary 1978 p. 5; Page No. 100 & 101.

processes.  politicians-whether a
legislator, a minister or an influen-
tial party member and also, toa
considerable extent, sections of
industrialists who benefited directly
from the protective consequences
of the regulations constituted a
powerful lobby in favour of main-
taining the system.

Nevertheless, the working of the
system was found unsatisfactory
both by those who were in favour
of the regulatory system and those
who were against it. The rhetoric,
particularly because of the political
compulsions of the time, tended to
be more radical. But it was clear
that (contrary to the anticipations
in the Fourth Plan, the growth of
industrial production was far below
the expectations.

The factors responsible for this
unsatisfactory state of affairs were
many but by 1973 it was increas-
ingly clear that the gap between
promise and performance, between
policies and their actual implemen-
tation, between objectives and their
achievement and greatly widened,
necessitating a critical review of
both policies and procedures.

By the early seventies, therefore,
there was clear evidence that the
licensing system in actual operation
was not effective in terms of either
achieving goals or as in instrument
for planning. But the response
from the system in terms of adjust-
ment or shift in emphasis or change
in direction was minimal.

Under ideal conditions, policy
should be formulated with the full
involvement of the field | adminis-
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trative unit in the concerned
ministries both before and after
legislation, on a continuing basis.
But, how policy is neither formulat-
ed, nor implemented but twisted for
no valid reason is best illustrated
by the repeated amendments of the
original enactment that empowered
the Central Government to authorise
any person to take over the
management of the whole or any
part of the undertaking after an
investigation had been made under
Section 15 of the Industries
(Development and Regulation) Act
1951. This provision which was
originally envisaged for a period
not extending five years. was modi-
fied in 1965 to extend such period
beyond five years, (for not more
than two years at a time) provided
the total period of such continuance
did not exceed ten years. In 1974
this was further amended to provide
for continuance of the order for a
period of twelve years, thus making
a total of seventeen years during
which Central Government of an
undertaking. The period  of
seventeen vears is long enough to
perpetuate sickness, with continued
uncertainty all the time.

Murathe observes that “‘adminis-
trative convenience was permitted
to take precedence over legal
provisions’’, and that as a result
“within a decade of coming into
existence of the Industries (Deve-
lopment and Regulation) Act, the
process of licencing acquired a very
different character from what was
originally envisaged™.

The important conclusion, there-
fore, is that while the basic struc-
ture of socialistic democratic values
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which constitute that Professor
Raj Krishna called the value com-
ponent of Pandit Nehru’s ideology
continues to remain valid, the
institutional forms are the operating
mechanisms have failed to achieve
the result expected from them.
Indeed, the time has come when in
order to effectively pursue our
commitment to the values of demo-
cratic socialism, i.e., growth, liberty
and equality, it is urgently necessary
to critically review and reconsider
our traditional emphasis on State
ownership or monoply of produc-
tive assets, and also the detailed
administrative  regulation and
control over a wide range of
economic activities. Marathe ob-
serves that there is enough evidence
to suggest that a conscious policy
of progressively reducing the degree
of monopoly for public sector
enterprises or even some of the
public utilities may contribute more
to the social good.
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The author who is currently the
Director of the Institute of Charter-

ed Accountants of Bangladesh
opens that there is considerable
scope for introduction and develop-
ment of appropriate workers
participation programmes in the
public sector industries in Bangla-
desh, specially jute industries.
According to the author there have
been several attempts made in
Bangladesh to introduce joint
consultation type participation
schemes through legislation. He
blames the illiteracy of the workers
and apathy of management for the
non-enforcement of laws. However,
he wants to establish the reasons
for the non-success of the workers
participation in management in
Bangladesh.

The present book is a result of
his doctorl work which centered
around the objectives such as:

How far a background for particip--

ative management has been created
through the nationalisation of
industries as perceived by the
actors, i.e. workers, management
and government ? How much is the
existing organisational  climate
conducive to participative manage-
ment 7 What is the existing and
desired degree of workers” influence
in different decisions at various
levels, in other words, the relation-
ship between the amount of parti-
cipation that they should have and
the amount they perceive they do
have in a variety of areas? And,
in what way workers should be
involved in decision-making areas?
How does each of the actors in the
industrial relations system conceive
the term ‘workers’ participation in
management 7 What are the desired
forms of participative management
as__expressed by - the ' actors?
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What should be the statutory
status of participative schemes
as expressed by the actors?

Should participation be statutory
or voluntary ? How do workers and
management perceive the impact
of the Government’s policy on
participation ? How do they view
the government intention.

What are the essential pre-
conditions for successful imple-
mentation of participative schemes
as desired by the actors? And in
the light of the views expressed by
the actors, what is the future
prospect of participation in the
industrial enterprises ?

His study very interestingly
shows that the industrial personnel
in Bangladesh had perceived that
nationalisation of industries in
Bangladesh had failed to emanicip-
ate the workers from the exploit-
ative clutches of top managers.

According to the author both
the parties equally desire for a
better climate which is presently
more feudal than democratic.
Dr. Mannan also points out that
the workers and the managerial
personnel had differed in their
meaning of participation from the
managers. It was merely informa-
tion sharing for the managers. It
was taking part in the decisions
for the workers.

The study by Mannan brings
out another interesting revelation
that the management was in favour
of participation of workers mainly
in the local issues and the issues
which require cooperation of both
workers and management. Whereas
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the workers exhibit strong desire
for influence in decision making at
all levels.

The finding of the study point
out certain preconditions as
essential for successful participa-
tion. The preconditions listed by
the author are as follows :

Decentralisation of the organis-
ation structure as well as of the
authority; Education of emp-
loyees about the various aspects
of participative management;
Efficient channels of communi-
cation, the participants common
perception and an appropriate
system of rewards; freedom of
organisation’s leadership from
the control of the political
party; attitudinal changes both
in workers and management to

adopt participative style of
management; complete sharing
of information by the company
with the employees; having
workers participation through
their representative at plant
level rather than external trade
union representatives; existence
of strong effective and honest
trade unionism in the enter-
prise; clearly defined area of
collective bargaining and
separate identity of collective
bargaining and participative
management; management’s
recognition and acceptance of
the concept of democratisation
of work place; clarity of
objectives  of  participative
management; harmonius indus-
trial relations climate; particip-
ation at all levels' and its
extension to al! decision-making
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processes; and it must not
threaten or undermine
managers’ formal authority.

The above mentioned conditions
brought out in the context of
Bangladesh are as much relevant to
India as to any other developing
country in South Asia.

While the present work does
not bring out any extraordinary
finding that one did not know
before, the book nevertheless makes
an interesting reading for the
simple reason, that this is a well
researched book, well presented.
This provides inputs to all trade
union leaders, managerial person-
nel, government policy makers and
research scholars. The get-up of
the book is good but the price is
extraordinarily high.

SUBSCRIBE TO

NPC Productivity Journal

(English Quarterly)




Productivity
1988, XXVIII, 4, 431-441

Select Bibliography
on
Women and Development

M.S. LIMAYE

This bibliography consists of references of about
three hundred publications of the past 5 to 8 years
dealing with various aspects of the role of women.

M.S. Limaye is with Indian Institute of Public Administration,
New Delhi.

Achar, M.R. and T. Venkanna. Dowry Prohibition
Act & Rules with States’ notifications and commen-
taries on dowry, death, and cruelty to married
women, relevant sections of Code of Criminal
Procedure, Indian Penal Code and Evidence Act,
2nd ed. Allahabad, Law Book Co., 1986.

Acharya, N.K. Status of women : equality for

daughter. Indian Express, 27 July 1984 and 28
JTuly 1984,

Agarwal, Bina. Work participation of rural women in
Third World, some data and conceptual biases.
Economic and Political Weekly, 20 (51 & 52) 21
December 1985 : A 155-A 164.

Age of Consent Committee. Indian women : Marriage
and Social status. New Delhi, Usha Publications,
1984.

Aggarwal, Anil. Environmental changes and women
in India. Samya Shakti, 2(1) 1985 : 26-36.

Agnew, V. Elite women in Indian politics. New Delhi,
Vikas Publishing House, 1979.
Ahmad, Karuna. The trishankus : women in the

professsons in India. Sociological Bulletin, 33 (1 &
2) March and September 1984 : 75-90.

Ahmad, Zubeida M. Womens’ work and their struggle
to organize. Development, (4) 1984 : 36-40.




432

Ahooja-Patel, Krishna. Women and world social
crises. Mainstream, 25 (21) 7 February 1987 :
18-21.

Ahuja, Ram. Crime against women. Jaipur, Rawat
Publication, 1987.

— — Female offenders in India. Meerut, Meenakshi
Prakashan, 1969.

Almelu, S. Rural women for local leadership. Social
Welfare. 32(11) February 1986 : 29.

Anant, Suchitra and others. Women at work in India.
New Delhi, Sage Publications India Pvt. Ltd.,

1986.

Anklesaria, Shahnaz. Women as agents of social
change. Statesman, 4 February 1986.

Antony, M.J. Women's rights : everything an Indian

women must know about her rights-in-plain

language. New Delhi, Diologue Publications, 1985.

Aradhya, B.M.M. Social action against Devadasi
system. Social Welfare, 33(12) March 1987 : 17-19.

Arunachalam, Jaya and Nandini Azad. Role of
children in the informal sector.
October-December 1985 :

women and
Productivity, 26(3)
273-6.

Ashworth, Georgina. Women : global neglect. Tri-
bune, 19 June 1985.

Awasthi, Shailendra Kumar. Law relatingto Dowry
Prohibition Act, 1961. (act no. 28 of 1961) along
with cruelty on married women with criminal law
(11 amendment) act, 1983. .. Allahabad, National
Law Agency, 1984.

Baig, Tara Ali: A option: the changing attitudes.
Secial Welfare, 33(8) November 1986 : 2-3.

———, Divorcee’s right to maintenance. Mainstream,
23(38) 18 May 1985 : 15-16.

Bakshi, P.M. : Medical advance and law : problem of
sex change, need for a law on sex change. Times.
of India, 8 December 1984 and 10 December 1934.

— ——, Pregnancy : a bar to employment. Hindustan

Times, 11 February 1984.

Vimal. Hands off maternity
1986 :

Balasubrahmanayan. :
rights. Mainstream, 25(2) 20 - September

21

PRODUCTIVITY

——~—, No girls please, we're India. Mainstream,

24(26) 1 March 1986 : 31-32.
———, Of working mothers| and breastfeeding.
Mainstream, 25 (11) 22 November 1986 : 51-2.
———, Some thoughts on Shah Bano controversy.
Mainstream, 24(15) 14 December 1985 : 26-8.

Bandarage, A : Women in development : Liberalism,
Marxism and marxist Feminism. Development and
Change, 15(3) July 1984 : 495-515.

Bandhopadhyaya, Bela : A women’s last resort :
prostitution in Calcutta. Manushi. 4(5) July-August
1984 : 12-5.

Banerjee, Nirmala. Women workers in the unorganized
sector : the Calcutta experience. Hyderabad,
Sangam, 1985.

Banerjee, Sumanta : Barbaric practice of bride burn-
ing : police apathy adds to tragedy. Deccan
Herald, 7 February 1984.

Bardiam, Kalpana. : Women’s work, welfare and
status : forces of tradition and change in India.
Economic and Political Weekly, 20 (50) 14
December 1985 : 2207-17.

Barhok. Amrik Singh : Bride burnings : the burning
problems of the day. Bihar Information, 33(4)
April 1985 : 25-6, 8.

Bassnett, Susan : Feminist experience : the women’s
movement in four cultures. London, Allen and
Unwin, 1986.

Bazaz-Malik, Gauri : The pioneers of medical educa-
tion for women in India. Radical Humanist, 50(4)
July 1986 : 15-7.

Bhagwan Prasad : Enterprises for women. Social
Welfare, 32(12) March 1986 : 10-12.

Bhandari, R.K. : Education development of women in
India. New Delhi, Ministry of Education and
Culture, 1983.

Bharji, Ranjan : Executive women : walking the right-

rope. Business India, (No. 227) 17 November 1986 :
156-57.

and V.N. Sehgal: Crime against
GBI,

Bhatnagar, R.K.
women & children —sciéntific evidence :
Bulletin, 18(10) October 1984 : 5-7.



SELECT BIBLIOGRAPHY ON WOMEN AND DEVELOPMENT

Bisen,‘ Malini : Women’s lib in Maharashtra. Lok
Rajya, 40(25) 1 May 1985 : 161-3.

Black, Naomi and Ann Baker Cottrell: Women and
world change : equality issues in development.
Beverly Hills, Sage Publications, 1981.

Bose, Sukla: Caste, tribe and female labour parti-
cipation. Social Change, 15(2) June 1985 : 15-20.

Boserup, Ester : Women’s role in economic develop-
ment. England, Gower Publishing Company,
1986.

Brook, Eve and Ann Davis. (eds.) : Women, the family
and social work. London, Tavistock Publications.
1986.

Caplan, Patricia : Class & gender in India: women
and their organizations in a South Indian City.
London, Tavistock Publications, 1985,

Centre for Women’s Development Studies. Seminar
on women, work and development. New Delhi,
The Centre, 1982.

Chaturvedi, Geeta : Administration : motivation and
perception of women administrators of Rajasthan.
Indian Journal of Political Studies, 9 (Annual
Number) December 1985 : 107-17.

———, Women administrators in India: a study of
the socio-economic background and attitudes of
women administrators of Rajasthan. Jaipur, RBSA
Publishers, 1985.

Chauhan, Indira : The dilemma of working women
hostelers. Delhi, B.R. Publishing Corporation,
1986.

— ——, Purdah to profession : a case study of working
women in M.P. New Delhi, D.K. Publications,
1986.

Chhabra, Rami : Our women at work : poor impact of
development planning. Statesman, 18 February
1983.

Chitnis, Suma : Women and development by constitu-
tional guarantees or legal provisions alone. Indian

Journal of Social Work, 43(4) January 1983 :
401-17.

Chri, Leelavati : Rights of women on insurance
money. Social Welfare, 31(5) August 1984 : 28-9.

433

Chattopadhyay, Kamaladevi: Indian women’s battle
for freedom. New Delhi, Abhinav Publications,
1983.

———, Some real issues facing women. Economic
and Political Weekly, 22(12), 21 March 1987 :
495-6.

Cliff, Tony : Clan struggle and women'’s liberation :
1640 to today. London, Book Marks, 1984.

Claude, Monique : Women and job desegregation in
banking : the status of women, their roles change.
Luxembourg, Commission of the
Communities, 1984.

European

Cutek, Barbara A.: Women’s career development.
New Delhi, Sage Publications India Pvt. Ltd.,
1986.

D’Lima, Hazel : Women in local government : a study
of Maharashtra. New Delhi. Concept Publishing
House, 1983.

Dandavte, Pramila : Awakening of women. Janata
(Annual Number) 42(1) 1987 : 25-7.

Dauber, Roslyn and Melinda L : Cain. (eds.) Women
and technological change in developing countries.
Boulder, Westview Press, 1981.

Debi, Saila Bala : Development of women’s education
in Orissa. Orissa Review, 41(2-3) September-
October 1984 : 49-54.

Debnath, Anuradha & Vir Singh : Women change

face of sleepy village. Times of india, 7 March
1987.

Dehlvi, Sadia: The second sex : women’s rights.
Illustrated Weekly of India, 108(13) 5 April 1987 :
28-31.

Deolanicar, Vivek : Status of women enterpreneurs.
Khadi Gramodyog, 31(8) May 1985 : 331-35.

Desai, A.R. : Women’s movement in India : an assess-
ment. Economic and Political Weekly. 20(23) 8
June 1985 : 922-5,

Desai, Neera and Vibhuti Patel : Indian women :
change and challenge in the international decade-
Bombay, Popular Prakashan, 1986.

Deshpande, Shashi : Women writers. Akashv'ani,
55(3) 1 February 1984 : 2-4.




434

Deshpande, V.S.: Women and the new law with
particular reference to the new law of rape being
the criminal law amendment act 1983 and new
law of dowry being the criminal law (second
amendment) act, 1983. Chandigarh, Publications
Bureau, Punjab University, 1984.

Devendra K. : Status and position of women in India.
New Delhi, Vikas Publishing House, 1985.

Dhole, Suresh : Motherhood out of wedlock. Social
Welfare, 33(8) November 1986 : 17-9, 22.

Dighe, Anita: Women’s employment in the urban
informal sector —some critical issues. Social
Change, 15(2), June 1985 : 3-6.

Diwan, P: Dowry and protection to married women.
New Delhi, Deep & Deep, 1987.

Diwan, Paras: Crime against women. Tribune, 17
September 1986.

Dobash, Russell P. and others. Imprisonment of
women. Oxford, Basil Blackwell, 1986.

Dobash, R. Emerson and Russell Dobash. Violence
against wives. New York, The Free Press, i979.

Eekelaar, John and Mavis, Maclean. Maintenance
after divorce. Oxford, Clarendon Press, 1986.

Engineer, Asghar Ali: Divorce and Muslim women.
Mainstream, 23(39) 25 May 1985 : 17-9.

Everett, J.M.: Women and social change in India.
New Delhi, Heritage, 1981.

Fleck, Joseph H. : Working wives, working husbands.
New Delhi, Sage Publications, 1985.

Forbes, Geraldine : In pursuit of Justice : women’s
organisations and legal reform. Samya Shakti,
1(2) 1984 : 33-54.

Fuller, Marcus B. : The wrongs of Indian womanhood.
New Delhi Inter-India Publications (first published
1900) reprinted in 1984.

Gandhi Memorial Museum Library, Madurai. Seminar
on Indian women : basic papers, December 13,
1981. Madurai, Bharathi Centenary Celebrations,
1981.

Gandhi Peace Foundation. Women’s development :
some critical issues. New Delhi, Marwah, 1978.

Gangrade, K.D. (ed.) : Women and children workers

PRODUCTIVITY

in the unorganised sector. New Delhi, Concept
Publishing Company, 1983.

Garg, Ajita : Unwanted motherhood is a kind of
violence on women. Social Welfare, 33(10)
January 1987 : 9-10, 27.

Ghadially, Rehana and Promod Kumar : Staying as
single women. Social Welfare, 33(4) July 1986 :
10-12.

Ghosh, Bishwanath. Women in employment : still
of supplementary import. Business Standard, 4
December 1986.

Ghosh, Jyotsana : Calcutta women launch the move-
ment against women oppression. Parlance, 7 & 3
(12 & 1) September —October 1984 : 37-8.

Ghosh, Shubhra: Female criminals in India: a
psychological study of inmates of Nari Bandi
Niketan. New Delhi, Uppal, 1986.

Ghosh, S.K.: Women in a changing society. New
Delhi, Ashish, 1984.

Ghotaskar, S. and V. Kanhara : The role of women in
social change and peoples movements. Social
Action, 34(2) April-June 1984 : 132-144.

Gill, Kulwant : Hindu women's right to property in
India. New Delhi, Deep and Deep Publications,
1986.

Gulati, Leela : Images and image makers : some in-
sights from work with working women. Triva-
ndrum, Centre for Development Studies, 1983.

— ——, Women and technical change—a case study of
three fishing villages. Trivandrum, Centre for
Development Studies, 1981.

— ——, Women in the unorganised sector with special
references to Kerala. Trivandrum, Centre for
Development studies, 1983.

Gupta, Amit Kumar : Women and society : the
developmental perspective. New Delhi, Criterion
Publications, 1986.

Gupta, Anirudha : Raja Rammohan Roy and rights of
women. Mainstream, 23(49) 3 August 1985:
29-30.

Gupta, A.R. : Women in Hindu Society. New Delhi,
Jyotsna Publication, 1984.




Gupta, Saroj : Women and society : Northern India
in 11th and 12th centuries, Delhi, Chanakya
Publications, 1985.

Gurmeet Singh and Sukhdeep Gill: Problems of
widowhood. Indian Journal of Social Work, 47(1)
April 1986 : 67-71.

Habibuddin, S.M., Mary Anne Cook to Madeleine
Slade : role of foreign women in the process of
social change in modern India. Shodhak, 12
(35-36) 1983 : 91-100;

Haksar, Nandita and Anju Singh : Demystification of
law for women. New Delhi, Lancer Press, 1986.

Harris, Barbara J. and others (eds.) : Women and the
structure of society : selected research from the
fifth Berkshire Conference on the History of
Women. Durham, N.C. Duke University Press,
1984.

Heggade, Odeyar D : Women and economic develop-
ment (study of the different facets of their role in
India) Bangalore, Ramya Roopa Prakashana, 1984.

Hingorani, Kapila : Women, rise and unite. Indian

Express, 9 July 1986.

Hossain, Md. Asfak: Exploitation of women and
child labour in Bidi industry in Samserganj. Social
Welfare, 34(1) April 1987 : 9.

India. Law Commission : 9Ist Report on dowry
deaths and law reform : amending the Hindu
Marriage Act, 1955, the Indian Penal Code, 1960
and the Indian Evidence Act, 1872. New Delhi,
The Commission, 1983.

India : Ministry of Education and Social Welfare.
Towards equality : report of the committee on the
status of women in India. New Delhi, 1974.

India : Ministry of Education and Social Welfare,
Department of Social Welfare. Women in India.
New Delhi, 1985.

International Labour Office. Rural labour markets
and employment policies : issues relating to labour
utilisation, remuneration and the position of
women. Geneva, I.L.O., 1983.

———, Women worker in multinational enterprises
in developing countries, Geneva, I.L.O., 1985.

yenger, Vanaja : Approaches to women’s education.
Link, 27(1) 15 August 1984 : 49-51.

SELECT BIBLIOGRAPHY ON WOMEN AND DEVELOPMENT

435

Jahan, Rounaq and Papanek Hanna. Women and
development : perspectives from South and South-
East-Asia. Dacca, Institute of Law and Inter-
national Affairs, 1979.

Jain, Devaki : Gandhi's philosophy : an inspiration
for women. Development, (4)19 84 : 71-84.

———, Role of women in development : an inter-
governmental conference of another kind. Main-
stream, 23(35) 27 April 1985 : 27-30.

———, Taking India to the 21st century : will women
be there ? Financial Express, 15 April 1985 and
16 April 1985.

Jain, Devaki (ed.) : Women’s quest for power : five
Indian studies. Sahibabad (U.P.) Vikas Publishing
House, 1980.

Jain, S.C. (ed.): Women and technology. Jaipur,
Rawat Publications, 1985.

Jaquette, J: Women and modernization theory: a
decade of feminist criticism. Woild Politics 34(2)
January 1982 : 267-84.

Jayawardena, Kumari : Feminism and nationalism in
the third world. London, Zed Books, 1986.

Jeffery, Patricia and others : Contaminating states
and women’s status. New Delhi, Indian Social
Institute, 1985.

Jha, Rama : Nairobi Conference on women : setting
goals for 2000” and beyond. Link, 28(2) 18
August 1985 : 15-6.

Joseph, Ammu : Status of women—ten years after.
Ilustrated Weekly of India, 106(12) 28 July 1986 :
36-9.

Joshi, Ila: The women on stage and back stage.

(microform). Bombay, Research Centre for
Women’s Studies, SNDT Women’s University,
1986.

Joshi, Uma. Involve women in development. Hindu-
stan Times, 27 March 1987.

———, Organising women for emancipation. Demo-
cratic World, 14(34) 25 August 1985 : 5-6.

Kalpagam, U : Organising women in informal sector.
Mainstream, 25(15) 27 December 1986 : 27-33.

Kanad : Will the society approve of surrogate mother-
hood ? Social Welfare, 3 2(2) May 1985 : 13-4.




426

Kapur, Promilla : The changing status of working
women in India. New Delhi, Vikas Publishing
House, 1974.

———, Dowry, violence and crime against women
and legal aid : as aspect of social futures. Indian
Review of Management and Future, (1) 1985:
30-5.

———, Educated women workers. Social Action,
36(3) July-September 1986 : 292-316.

e Marriage and the working women of India.
New Delhi, Vikas Publishing House, 1970.

Karkaria, Bachi J: Better half: only all men are
created equal. Statesman, 21 April 1985.

XKarlekar, Malavika : Perceptions of the woman as
earner. Social action, 34(4) October-December
1984 : 368-82.

———, Poverty and women’s work. New Delhi, Vikas
Publishing House, 1982.
Kaushik, Susheela (ed.):

patterns and perspectives.
Books, n.d.

Kelkar Govind : Violence against women : an under-
standing of responsibility for their lives. Samya
Shakti, 2(1) 1985 : 55-63.

———, Women and development programmes in
contemporary rural China and India. New Delhi,
Nehru Memorial Museum and Library, 1987.

Women’s oppression :
New Delhi, Shakti

———, Women and structural violence in India.
Bangalore, Sangarsh Vimochana, 1984.

Kishwar, Madhu (ed.) : The search of answers : Indian
women’s voices from ‘Manushi’. London, Zed
Books, 1984.

Krishna Raj, Maithreyi: Womsn and industrial
working class movement. Mainstream, 25(25)
7 March 1987 : 24-6.

Krishnaswamy, Shantha: Glimpses of women in

India. New Delhi, Ashish Publishers, 1984.
Kulkarni, D.B.: Equality of women: a point of
view. Lok Rajya, 40(25) 1 May 1985 : 164.
Kulshreshtha, Indira: Status of women. Teacher
Today, 25(2) October-December 1983 : 51-2.
Kumar, B. : Dowry makes black money white. Indian
Nation, 11 August 1985.

PRODUCTIVITY

Kusum : Divorce over a cup of  tea. Indian Express,
17 October 1985.

Latie, M.A. The Shah Bano case¢ : does the judgement
justify agitation ? Statesman, 1 October 1985 and
2 October 1985.

Lalitha Devi, U. : Status and employment of women
in India. Delhi, B.R. Publishing Corporation,
1982.

Lamba, Kiran and S.D. Tripathi. Women in banking:
need to: reduce job inequality. Economic Times,
27 August 1984.

Lebra, Joyce and others. (eds.) ; Women and work in
India : continuity and change. New Delhi, Promila
and Co., 1984.

Lele, Uma : Women and structural transformation.

Economic Development and Cultural Change,
34(2) January 1986 : 195-221.

Leonard, Eileen B.: Women, crime and society.
New York, Longman, 1982.

Liddle, Joanna and Rama Joshi: Daughters of
independence; gender caste and class in India,
London, Zed Books, 1986.

Lopamudra : Plight of widows : hiatus betwezn law
and social acceptance. Social Welfare, 29(11-12)
February-March 1983 : 13, 15.

Mahajan, Amarjit : Indian policewomen (a sociologi-
cal study of a new role). New Delhi, Deep & Deep,
1982.

Malhotra, R. and N. Nanda: MTP : its impact on
family planning. Social Welfare, 33(4) July 1986 :
2-3, 28.

Manju, M. : Why not more women in politics. M.P.
Chronicle, 29 January 1985.

Mankekar, Kamla : Women's progress slow but sure.
Amrita Bazar Patrika, 9 May 1985.

Manmohan Kaur: Women in India’s freedom
struggle. New Delhi, Sterling Publishers, 1985.

March, Kathryn S: Women's informal associations
and the organisation capacity for development.
Ithaca, Cornell University, Centre for International
Studies, 1982.

Marglin, Frederique Apffel : Wives of the God-King.
New Delhi, Oxford University Press, 1985.




‘Martial, Rajalakshmi: Status of Indian Women.
' National Herald, 13 December 1985.

‘Mathew, P.M. : Exploitation of women labour : an
analysis of women’s employment in Kerala. Social
Scientist, 13(11-12) October-November 1985 :
28-47.

‘Malhew, P.M. and M.S. Nair : Women’s organisation
and women’s interests. New Delhi, Ashish
Publishing House, 1986.

"Mathur, Swaranlata : Boy or girl ? Social Welfare,
31(1) April 1984 : 28-29.

‘Mazumdar, Vina: The role of research in women'’s
development : a case study of the ICSSR pro-
gramme of women’s studies. Samya Shakti, 1(1)
1983 : 24-41.

~——— 1 (ed.) Symbols of power : studies on the politi-
cal status of women in India; women in changing
society. New Delhi, Allied Publisher, 1979.

Women and rural transformation. New
Delhi, Concept, 1983.

‘Mehta, Anjali Dhawal : The Indian women : the
commercialisation of her aging. Radical Huma-

nist, 50(7) October 1986 : 25-8.
Mehta, S. : Revolution and the status of women in
India. New Delhi, Metropolitan, 1984.

Mehta, Vimla : Attitude of educated women towards
social issues. New Delhi, National, 1979.

Mernissi, Fatima : Beyond the wveil :
dynamics in modern Muslim society,
London, Ali Saqi Books, 1985.

Mies, Maria:

women in India.

male-female
rev.” ed.

Capitalism and subsistence : rural
Development, (4) 1984 : 18-24.

Minault, Gail (ed.) : The extended family : women and
political participation in India and Pakistan. Delhi,
Chanakya, 1981.

‘Mishra, Jitendra M. and others : Women managers in
India and U.S.: an analysis of attitudes, myths
and skills. Indian Management, 25(3) March
1986 : 25-9 and 25(6) June 1986 : 25-9.

Mishra, Saraswati: Daughter’s right to property.
Social Welfare, 33(6) September 1986 : 17-9,

Mitra, Asok: The status of women : literacy and
employment. New Delhi, Allied Publishers, 1979.

‘SELECT BIBLIOGRAPHY ON WOMEN AND DEVELOPMENT

437

Mitter, Dwarka Nath. The position of women in
Hindu law. New Delhi, Inter-India Publications,
1984,

Moreh, Jocob. Women, men and society. Kyklos,
39(2) Fasc 1986 : 209-29,

Mukhopadhyay, M. : Silver shackles : women and
development in India. Oxford, Oxfam Americs,
1984.

Mukhopadhyay, Sudhin K. : Displacement of  the
female in the Indian labour force. Economics and
Political Weekly, 19(47) 24 November 1984 : 1998-
2002.

Murali Manohar, K. (ed): Women’s status and
development in India. Warangal, Society for
Studies and Development—in collaboration with
Indian Institute of Public Administration, Local
Branch, 1984.

Murugkar, Lata, Developmental goals and women’s
higher education. Journal of Higher Education,
Spring 1983 : 321-6.

Nair, G.: Ravindran: Women : many battles to win.
Social Welfare, 32(12) March 1986 : 2-3.

Nair, Lalitha. : Exhibition of women by anti-social
elements.  Akashvani, 55(3) 1 February 1984 : 4-5.
Nanda, B.R. (ed.) : Indian women from Purdah to
modernity. New Delhi, Vikas Publishing House,
1976.

Nandwani, S.C. and Sharda Nandwani ; How parti-
cipation of wom:n in technology can help rural
development. Panchayat Sandesh, 25(1-2) April-
May 1985 : 14-17.

Nathanael, M.P.: Where flesh trade is
Hindustan Times, 27 March 1987.

National Federation of Indian Womsen. For equality :
for a just social order. New Delhi, The Federa-
tion, 1984.

tradition.

Nayar, Sushila : Literacy and status of women,
IASSI Quarterly Newsletter, 2(3-4) January 1984 :
17-21.

Nayak-Tellis, Jessie. : Indian womanhood : then and
now, situation, efforts and profiles. Indore,
Satprakashan Sanchar Kendra, 1933.

Omvedt, Gail. : Devdasi custom and the fight against

O R e e e B e IR




438

it. Manushi, November-December 1983:
16-9.
— ——, We will smash this prison. New Delhi, Orient

Longman, 1980.

4(1)

Pal, Bulbul: Where laws divide : and women fall.
Indian Express, 14 October 1984.

Panandiker, Surekha : Women entreprencurs, problems
and potentials. Economic Times, 26 December
1985.

Pandey, Geetanjali: How equal? women in
Premchand’s writings. Economic and Political
Weekly, 21(50) 13 December 1986 : 2183-7.

Pappu, Shyamla: Women, know your rights: law
relating to property, succession, and other allied
mrtters. New Delhi, Legal Services Clinic for
Women and Children, 1985.

Parikh, B.A. : An anatomy of divorce. Social Welfare,
31(1) April 1984 : 14-15.

Parthasarathi, C. and H.Y. Sharada Prasad. (eds.)
Indira Gandhi : statesman, scholars, scientists and
friends remember. New Delhi, Indira Gandhi
Memorial Trust, in association with Vikas, 1985.

Pascall, Gillian : Social policy : a feminist analysis.
London, Tavisiock Publications, 1986.

Patel, Tara : Development of education among tribal
women. Delhi, Mittal, 1584.

Patel, Vibhuti : Women’s liberation in India. New
Left, Review, (No. 153) September-October 1985 ;
75-86.

Paul, Madan Chandra : Dowry and position of women
in India : a study of Delhi Metropolis. New Delhi,
Inter-India Publications, 1986.

Peattie, Lisa and Martin, Rein: Women claims:a
study in political economy. Oxford, Oxford
University Press, 1983.

Pezzullo, Caroline : Women and development : guide-
lines for programme and Project planning. Santiago
de Chile, Commion Economica para America
Latina, (CEPAL) 1982.

Pietila, Hilkka : Women as an alternative culture here
and now. Development, (4) 1984 : 60-3.

———, Women’s path to recognition.
(1-2) 1986 : 78-82.

Development,

PRODUCTIVITY"

Pool, John J.: Women’s influence in the East. New-
Delhi, Inter-India Publications, (first published in
1892) reprinted in 1984.

Pothen, S. : Divorce : its causes and consequences in.
Hindu society. New Delhi, Vikas Publishing House,
1986.

Prakasa Rao, V.V. : Marriage, the family and women.
in India. New Delhi, Heritage, 1982.

Priya Darshini : Taking women in 21st century Free
Press Journal, 18 July 1986. |

Radha Devi, D. : Future prospects of employment of
women in India. Indian Journal of Social Work,.
45(3) October 1984 : 286-95.

———, Persisting discrimination against women.
Yojana, 29(19) October 1985 : 18-21.

Radha Devi, D. and M. Ravindran : Working women.
household work. Social Change, 15(2) June 1985 :
21-4.

Raja Rao, Renuka : Towards helping working women
with children Hindu, 29 March 1983.

Rajalakshmi, V. : The political behaviour of women in.
Tamil Nadu. New Delhi, Inter-India Publications,
1985.

Rajan, S. Irudaya : Trends in child marriages. Social
Welfare, 34(1) April 1987 : 10-11.

Rajula Devi. A.K.: Rural women’s work participa-
tion : case in exploitation. Mainstream, 24(49) 8
August : 1986 19-21. ‘

Rama Rao, Rajalakshmi : Shift in female work parti-
cipation. Social Walfare, 31(12) March 1985 : 4-5.

Rao, Nina: The women question : perspectives for
today. Social Scientist, 13(11-12) October--
November 1985 : 3-10.

Rao, N.J.U. : Women in a developing society. New
Delhi, Ashish, 1983.

Rath, Sangamitra: Working women in Cuttack.
Social Welfare, 34(1) April 1987 : 6-8, 27.

Ravindra, R.P.: Struggle against sex determination
techniques :  unfinished battle. Economic and
Political Weekly, 22(12) 21 March 1987 : 490-2.

Ray, Ajit Kumar: Widows are not for burning :
actions and attitudes of the Christian Missionaries.




“SELECT BIBLIOGRAPHY ON WOMEN AND DEVELOPMENT

the native Hindus and Lord William Bentink.
New Delhi, ABC Publishing House, 1985.

Ray, S.N. : Migrant women workers. Ranchi, Welfare
Research Institute, 1982.

Reddy, M. Munikrishna : Status of women and family
planning behaviour among non-adopters. Social
Change, 14(3) September 1984 : 53-57.

‘Reddy, Sheela : Back home from Nairobi. Mainstream
~ 23(53) 31 August 1985 : 12-3:
Sachindananda and Ramesh P. Sinha :
rights : myth and reality. Jaipur,
Publishers, 1984.

Sahni, S.N.: Women in changing society. Delhi,
Mittal, 1985.

‘Saikia, P.D. : Indian rural women : a study and status
of rural women. Delhi, Mittal Publishers, 1986.

Women’s
Printwell

Saksena, N.S. : Tackling crime against women. Indian

Police Journal, 30(2) October-December [983 :
35-7.
‘Saradamoni, K.: Message from Nairobi. Main-

stream, (Special Number) 23(49) 10 August 1985:
61-5.

———, Women, work, and society. Calcutta, Indian
Statistical Institute, 1985.

Sarkar, Lotika : Status of women and law as an instru-
ment of social change. Journal of the Indian Law
Institute, 25(2) April 1983 : 262-9.

Sarma, Nibedita : Nairobi conference and status of
women in the world. Assam Tribune 6 October
1985,

.Savara, Mira : Changing trends in women’s employ-
ment : a case study of the textile industries in
Bombay. Bombay, Himalaya Publishing House,
1986.

‘Seager, Joni and Ann. Olson : Women in the world :
an international atlas. London, Pluto Press, 1986.

“Seguret, Marie Claire : Women and working condi-
tions : prospects for improvemsnt ? International
Labour Review, 122(3) May-June 1983 : 295-311.

-Seminar on women and development. Social Welfare,
33(1) April 1986 : 2-7 and 11.
Sen, Gita: Women’s work and women agricultural

439

labours : a study of the Indian census. Trivandrum,
Centre for Development Studies, 1983.

Sen, Gita and Caren Grown. : Development crisis and
alternative visions : third world women’s perspec-
tives. Delhi, Development Alternative with Women
for a New Era, 1985.

Sen, Sunil : The working women and popular move-

ment in Bengal. Calcutta, K.P, Bagchi and Co.,
1986.

Seth, Swapan K. : Increasing status of Indian women
Yojana, 29(22) 1 December 1985 : 21-3.

Sethi, Alka Kachru: Women: towards equality
freedom. Link, 27(25) 26 January 1985 : 52-3.
Sethi, Raj Mohini : Female labour in agriculture : a
case of Punjab. Chandigarh, Punjab University,

1982 (Occasional Monograph Series No. 4).

Shah, Kalpana: Women’s liberation and voluntary
action. New Delhi, Ajanta, 1984.

Sharma, Kumud ; Womsn and development : in
search of a conceptual framswork. Samya Shakti,
1(1) 1983 : 115-120.

Sharma, Kumud and others: Women in focus: a
community in search of equal roles. Hyderabad,
Sangam Books, 1984.

Sharan, Raka : Indian women workers. Delhi, Cosmo,
1985.

Sherwani, Madecha : Creating more jobs for female

workers. Kurukshetra, 32(5) February 1984 :
28-31.
Shobha Devi, K.: Towards fresdom for women.

Indian Express, 20 September 1984.

Sikka, K.D. : Women in Indian prisons : major issues.
Indian Journal of Social Work, 47(2) July 1986 :
201-6.

Singh, Alka: The changing role of women. Vidura,
24(2) March-April 1987 : 23-4.

Singh, Atiya : Unborn child; dangers of sex determi-
nation. National Herald, 1 August 1934.

Singh, N.K. : Attitude towards women managers.
Indian Management, 23(11) November 1984 : 1-9.

Sivaramayya, B.: Law status of woman and social
change. Journal of the Indian Law Institute, 25(2)
April-June 1984 : 270-88.




440

Srinivas, M.N. : Changing position of Indian women.
New Delhi, Oxford University Press, 1976.

— ——, Some reflections of dowry. Delhi, Oxford
University Press, Published for the Centre for
Women'’s Development Studies, New Delhi, 1984.

Srinivasan, Amrit : Reform and revival : the Devadasi
and her dance. Economic and Political Weekly,
20(44) 2 November 1985 : 1865, 1869-76.

Srivastava, T.N.: Women and the law. New Delhi,
Intellectual Publishing House, 1985.

Stanfield, Jacqueline B. : Research on wife/mother role
strain in dual career families. American Journal
of Economics and Sociology, 44(3) July 1985:
355-64.

Staudt. Kathleen : Women, development and the
State : on the theoretical impasse. Development
and Change, 17(2) April 1986 : 325-33.

Staudt, K. and J. Jaquette : (eds) Women in develop-

ing countries : a policy focus. New Delhi, Haworth,
1983.

Subbama, Malladi : Women, tradition and culture.
New Delhi, Sterling Publishers, 1985.

Sundaram, K.K. and others. How do women cope up
with home job ? Social Welfare, 31(2) May 1984 :
22-3 & 35.

Swaminathan, Mina : Creches and day-care : another
view. Mainstream, 22(49) 4 August 1984 : 30-32.

———, Who cares? a study of child care facilities
for low-income working women in India. New
Delhi, Centre for Women’s Development, 1986.

Swaran Lata : Socio economic background of women
in the IAS: an analysis for the period 1964-78.
Indian Journal of Political Studies, 6-7 July 1983:
60-7.

— ——, Women IAS officers on their dual roles. Social
Welfare, 31(12) March 1986 : 15-6.

Talesra, Hemlata ; Women’s higher education : feudal
background. Journal of Indian Education, 11(6)
March 1986 : 66-75.

Talwar, Usha ¢ Social profile of working women.
Jodhpur, Jain Brothers, 1984.

PRODUCTIVITY

Thakur, Janardan: Indira Gandhi and her power.
game. Sahibabad (U.P.) Vikas Publishing House,
1979.

Tikoo, Prithvi Nath: Indian women (a brief socio
culture survey) Delhi, B.R. Publishing Corpora-
tion, 1985.

Tinker, Irene : Women and development : final report
of a workshop. Washington, D.C. American
Association for the Advancement of Science, 1979.

Trivedi, Harshah R. : A survey on the exploitation of
scheduled caste women. New Delhi, All India
Harijan Sevak Sangh, (n.d.)

U.N. Committee on the Elimination of Discrimination
against women. Report New York, 1984.

United Nations Industrial Development Organization.
Role of women in industrial development, Vienna,
UN 1984.

United Nations, Department of International Econo-
mic and Social Affairs. Compiling social
indicators of the situation of women. New York,
1984. ‘

Upadhyaya, V.: Role of women in family life. Bihar
Information 33(6) June 1985 : 29-30.

Usha Bala and Anshu Sharma i Indian women freedom.
fighters. 1857-1947: New Delhi, Manohar Publi-
cations, 1986. o

Vaid, Manorama : Women entrepreneurs and NGOs.
Mainstream, 23(44) 29 June 1985 : 31-2.

Valentie, Badrova and Richard Anker : (eds. Working
women in Socialist Countries : the fertility connec-
tion. Geneva, I.L.O., 1985.

Varadappan, Sarojini - Nairobi & women’s decade in
retrospect.  Social Welfare, 32(8-9) November-
December 1985 & 33-35.

Velayudhan, Meera : The crisis and women’s struggles
in India, (1970-1977) Social Scientist, 13(6) June
1985 ; 57-68.

Verghese, Jamila : Her gold and her body. Sahibabad,.
(U.P.) Vikas Publishing House, 1980.

Vishnu Dutt : Indira Gandhi : promises to keep. New
Delhi, National, 1980.

Vohra, Roopa and Arun K. Sen : Status education
and problems Indian women, 2nd ed. Delhi, Akshat
Publications, 1986.




SELECT BIBLIOGRAPHY ON WOMEN AND DEVELOPMENT 441
Walker, Anne S. : Networking for women by women.

Woodsmall, Ruth F.: Women in the Changing
Development, (4) 1984 : 104-5.

Islamic system. New Delhi, Inter-India  Publica-

Ward, Kathryn B. : Women in the world systems : its tions, 1984,
impact on status and fertility. New York, Praeger,
1984. Yemelyanova, Yelena: Revolution in women’s life.
- trans. from the Russian b ergei i
Wilson, Elizabeth : What is to be done about violence Moscow; Navosti Press & ency Pib:'gse;' C;ulakl.
against women. Harmondsworth, Pencuin, 1983. : i P s

1985:
Winifred, Weekes-Vagliani : Women in development :

at the right time for right reasons, Paris, 0.E.C.D.,

Yourlova, E.S. : Social status of women’s movement in
1980.

India. Moscow, Nuka, 1982

EVERY MINUTE COUNTS
EVERY GRAIN COUNTS
EVERY DROP COUNTS




442 PRODUCTIVITY

20
= %

& Your motor should be placed as m Always match your motor to -

{

l

! close to the load as possible. ® your load requirement. . | ;
| —_
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| @ Use shunt capacitors to keep voltage R Tighten belts at regqular intervals to avoid
r conditions stable. slips.

ﬁ

1
|
‘ g Replace worn out ball bearings 1 m Switch off all appliances when not

immediately. required.
: g e e T

" m Lubricate motors and motor-driv
regularly to reduce friction. \
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